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Chapter 1 Introduction

The AWIPS System Manager’s Manual (SMM) provides information for use in managing
the Advanced Weather Interactive Processing System (AWIPS) at a site level. System
management includes controlling user access, supporting user functions, and some file
and database maintenance. Each area of responsibility requires knowledge of and the
ability to use AWIPS components.

The operations and maintenance of AWIPS is being performed by Raytheon under U.S.
Department of Commerce, National Oceanic and Atmospheric Administration (NOAA)
Contract DG133W-05-CQ-1067.

If you find errors in the manual, please write to the AWIPS Documentation Team at
nws.hg.awips.doc.team@noaa.gov.
11 Scope

This manual is designed to serve as a guide for the management of Operational AWIPS.

As new AWIPS 11 releases are implemented, the SMM will continue to be updated to
capture additional or changed functionality.

1.2 Intended Audience

This manual is intended for use by AWIPS system managers. Users are assumed to have
a basic understanding of, and some experience using, UNIX, Linux, Postgres, SQL, Java,
and Python.

1.3 Organization of the Manual

The AWIPS System Manager’s Manual provides a detailed description of the system and
its associated environments tailored for AWIPS system managers. It is organized into the
following chapters and appendices:

Chapter 1 Introduction
Chapter 2 AWIPS System Architecture
Chapter 3 Individual User Accounts
Chapter 4 Data Flow Overview
Chapter 5 Ingest of Satellite Imagery
Chapter 6 Ingest of NWSTG Data
Chapter 7 Ingest of Radar Data
Chapter 8 Local Data Acquisition and Dissemination (LDAD) System
Chapter 9 Background Applications
Chapter 10 Asynchronous Product Scheduler
Chapter 11 Crons and Purging
Chapter 12 Database Management
Chapter 13 Event Notification
Chapter 14 Message Handling System
Chapter 15 Localization
AWP.MAN.SMM.A2 1-1

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 1 Introduction

Chapter 16 Customization

Chapter 17 AWIPS System Monitor
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Chapter 2 AWIPS System Architecture

The design of the AWIPS system architecture is driven by the requirements for
expandability, flexibility, availability, and portability. This system has been designed for
easy expandability to allow for the introduction of new functionality and the
augmentation of network and processing capacities. AWIPS can accommodate the
evolving state of operational forecasting to enable the NWS to meet the objectives of the
modernization effort. AWIPS is designed so that software and data can be migrated to
new platforms as technology evolves.

The AWIPS system architecture illustrated in Exhibit 2-1 gives a macro-level view of the
AWIPS system with the various types of AWIPS sites and the interfaces to external
entities, including the following:

e Network Control Facility (NCF)

e Satellite Broadcast Network (SBN)

e Wide Area Network (WAN)

e Weather Forecast Office (WFO)

e River Forecast Center (RFC)

e National Center (NC)

e NOAAPORT Receive System (NRS)

Information flows into the AWIPS NCF (ANCF) in Silver Spring, Maryland, or the
Backup NCF (BNCF) in Fairmont, West Virginia, from the National Weather Service
Telecommunications Gateway (NWSTG) and the National Environmental Satellite, Data,
and Information Service (NESDIS). These data are sent to all AWIPS and NRS sites via
the SBN.

The WAN provides additional communications infrastructure utilizing TCP/IP point-to-
multipoint (PTM)) communications, which allows AWIPS sites to communicate with
each other. In addition to the data received from the NCF, AWIPS sites have access to
data from local sources, such as the Automated Surface Observing System (ASOS), the
Weather Surveillance Radar-1988 Doppler (WSR-88D) radar, and Terminal Doppler
Weather Radars. [Note: All channels except GOES support automatic retransmission.
GOES does not because the NCF software does not support it.]

2.1 AWIPS Communications Network

The AWIPS Communications Network (ACN) is a nationwide communications system
consisting of an SBN and a WAN.

The SBN provides PTM communications between the NCF and all sites. It is used to
distribute satellite, radar, grid, text, graphic, synoptic, BUFR (Binary Universal Form for
data Representation), and point data to the sites from the National Centers for
Environmental Prediction (NCEP), NESDIS, the NWSTG, AWIPS sites, and other data
sources.
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Chapter 2 AWIPS System Architecture

The WAN provides TCP/IP (PTM) communications between all AWIPS sites. It is used
to send data from one site to any other site. There is also a backup system that consists of
a dial-up modem that the NCF can use to dial into a site.

2.1.1 AWIPS Satellite Broadcast Network

The SBN isa PTM network that distributes weather data from the NCF or the BNCF to receiving
sites throughout the United States (see Exhibit 2.1.1-1). The network consists of the Satellite
Broadcast Processor (SBP); the uplink Master Ground Station (MGS) antenna in Hauppauge,
New York, and the backup MGS (BMGS) antenna at the NASA Independent Verification and
Validation (IV&V) Facility in Fairmont, West Virginia; the SES-1 satellite; the downlink
antenna at the locations receiving data; and the satellite Digital Video Broadcast (DVB) receivers
at the sites. Primary data transmitted are Geostationary Operational Environmental Satellite
(GOES)-EAST and GOES-WEST satellite imagery, model data, observational data, and text
products. [Note: All channels except GOES support automatic retransmission. GOES does not
because the NCF software does not support it.]

Satellite Broadcast Network (SBN)

] —* =
SBN Protoco\
\\ |:a~cp I

Colocated \ Colocated
WFO and RFC ! NWSHQ
and NCF

— ~ - —

| WFO Router RFC NC I NRS |
| L

Wide Area Network (WAN)

Legend

El AWIPS Site-Type Subsystem

Master Ground Station
(primary or backup)

Site Ground Stations

SMM 01/14/11

Exhibit 2.1.1-1. AWIPS Communications Network
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The NCF and the BNCF receive the satellite and model data from NESDIS and the
NCEP, respectively. The data is processed at the NCF or the BNCF, stored on disk, and
sent to the MGS in Hauppauge or the BMGS in Fairmont. The primary MGS is a
commercial satellite communications facility owned by Globecomm Systems, Inc.
(Globecomm or GSI); the BMGS is a Government-owned facility. Both the primary and
the backup MGS transmit the data to a commercial communications satellite (SES-1) that
transmits the data to the sites.

The MGS uses the frequency division multiple access (FDMA) transmission technique.
Four different substreams are required to transmit SBN data. Each site receiving data can
be customized to receive only those streams that are appropriate for its mission. Ninety
percent of the sites need only two of the four data streams. A channel failure does not
result in total loss of all data streams, only the affected channel.

AWIPS WAN

The AWIPS WAN is a terrestrial network designed to support distribution of PTM data
among all AWIPS sites. The WAN gives field sites, NCs, and headquarters sites the
ability to communicate with each other and send data to the central facility for
rebroadcast. The data includes products and messages generated by the local AWIPS
office and observation data generated or received by the local AWIPS office from
systems external to AWIPS. Messages or information intended for transmission from one
AWIPS site to another or directly to the NCF (PTM) will be sent via the WAN. AWIPS
also supports other types of traffic at sites as follows:

e Interactive capabilities

e Request/reply data

e Retransmission requests for lost products

e Errorand fault notification from sites to the NCF
e Remote log-in from site to site

e Distribution of software releases from the NCF
e Remote diagnostic action by the NCF

e Network management.

The WAN provides an infrastructure for field sites to provide backup support for other
sites if an operations failure occurs.

The WAN is also used to synchronize all AWIPS system clocks using the Network Time
Protocol (NTP). The AWIPS time source is located at the NCF/BNCF; it receives and
decodes time from the National Institute of Standards and Technology (NIST) time-
signal broadcast call letters (WWV) external time source and provides that information to
AWIPS. After the NCF/BNCF communication server is synchronized withthe NIST
WWYV, it synchronizes all other local area network (LAN) clocks at the site. The
NCF/BNCF broadcasts the time to all the other AWIPS sites over the WAN. All AWIPS
system clocks are synchronized to within 1 second of the NIST WWV time.
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The circuits provide site interconnection at up to 1.5 Mbps. The WAN’s high availability
is achieved by incorporating real-time network management, supplying capacious
circuits, providing multiple paths between nodes, and implementing backup circuits for
dedicated links.

The types of circuits used in the WAN are as follows:

e GRE tunnels are provided for CONUS AWIPS sites. The terrestrial network uses
OPSnet’s Virtual Private Network. It is based on fast packet technology and aimed at
high-speed, bursty data applications such as LAN connections. OPSnet utilizes Multi-
Protocol Label Switching (MPLS) for the WAN backbone. Each site has access to the
highly scalable meshed cloud using a VRF (Virtual Routing and Forwarding)
connection between the site’s CE router to the provider edge (PE) router. See Section
2.1.4, Routers, which illustarated the any-to-any network; from the WFO to the RFC
and from the RFC to the NCF.

e OPSnet High Availability (HA) VSAT (Very Small Aperture Terminal) backup
services for 63 AWIPS sites. VSAT technology utilizes two-way satellite
communications in the event the HA site loses its terrestrial path to the AWIPS
WAN.

e Switched Data Service (SDS) circuits provide backup for AWIPS sites. Dial backup
circuits are provided at all locations without VSAT backup services. Each non
development site has an FTS2001 SDS circuit connected to a router port for use as a
dial-up backup to the dedicated link. Colocated WFO/RFC sites have four SDS
circuits.

e Monitor and control functions use Switched Voice Service (SVS) circuits for out-of-
band access to the AWIPS terminal server.

e Integrated Services Digital Network (ISDN) circuits provide backup for AWIPS sites
along with the SDS circuit.

Exhibit 2.1.2-1, shows all of the AWIPS sites interconnected via OPSnet MPLS. The AWIPS
WAN topology is an 'Any-to-Any' network architecture that replaced the "Hub-and-Spoke'
design.
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2.1.2.1 Mobile Very Small Aperture Terminal (VSAT) WAN Backup

2.1.3

214

When a site loses its AWIPS WAN connection for what is expected to be an extended
period of time due to some kind of disaster, or when a test of the system is desired, the
NWS will notify Raytheon that the backup system (one or more of the VSAT systems) is
required. At the same time, the NWS will work with the affected region and site to ensure
access to the affected site for the equipment and a Field Site Representative (FSR). The
Raytheon AWIPS Team will immediately deploy a Flyaway Satellite Terminal and an
FSR to the affected site(s). The FSR will set up the terminal and, working with the local
Electronic Systems Analyst (ESA), connect the satellite terminal to the site LAN in place
of the non-functional WAN. Once the terminal becomes operational, the deployed
technician will return home. The AWIPS NCF will monitor the communications link via
existing T1 lines to the Network Operations Center (NOC) of the Long Island
International Teleport (LIIT) at Hauppauge, NY, as it does for the AWIPS WAN. LIIT is
operated by Raytheon AWIPS teammate Globecomm.

The NWS Radar Operations Center (ROC) will be kept in the loop on all VSAT
deployment activities in order to be available for possible backup support.

When the AWIPS WAN has been returned to operational status, the Raytheon AWIPS
Team FSR will return to the site to disconnect and take down the satellite terminal and
return it to its storage location.

Detailed deployment procedures are outlined in AWP.PLN.AWB-01.02, AWIPS VSAT
WAN Backup: Deployment Plan and Concept of Operations, dated May 5, 2011. A block
diagram of the VSAT system setup ata WFO is provided in Exhibit 2.1.2.1-1.

LAN

The AWIPS site LAN comprises industry-standard 100/1000Base-T Ethernet network
technologies to support the distribution of data throughout the AWIPS sites. The LAN
provides concurrent transmission of data at speeds of 1000 Mbps, and a 1 Gbps wire
speed is provided to each Ethernet interface. The LAN is implemented via Cisco 2960
switches for all AWIPS sites.

Routers

Cisco routers are used to pass data from the site LAN to the WAN and to the site LAN
from the WAN. WFO routers are sized to connect to one LAN and employ two Ethernet
connections to the Site CE Router. RFC and NC routers are sized to connect to two
LANS and employ between two Ethernet connections to the Site CE Router. Exhibits
2.1.4-1 through 2.1.4-4 show how the routers interface with the LAN and the WAN.

NOTE: At a colocated site, the RFC provides the routers for both the RFC and the WFO.
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2.1.5 Circuits

The communications processor (CP) circuits provide connectivity between AWIPS and
external systems. Four point-to-point terrestrial NESDIS circuits provide connectivity
between the ESPC and the NCF, and two terrestrial point-to-point circuits provide
connectivity between ESPC and the BNCF. These circuits are external to AWIPS and
outside the ACN.

2.1.6 NESDIS Interface Router

Ten routers provide the AWIPS-NESDIS routing function. Five of these routers are
located at ESPC (Suitland, MD), two at the ANCF, two at the BNCF and one at TNCF.

2.2 Site Hardware Architecture

The AWIPS site hardware architecture has been standardized across all AWIPS site types
(WFOs, RFCs, RHQs and NCs) so that the only differences are in quantity (i.e., number
of workstations and amount of disk space) and, at the NCs, some additional peripheral
items.

Each AWIPS site functions independently with its own hardware. Because the RFC sites
and the colocated WFO system share the WAN routers, the colocated WFO systems do
not have WAN routers.

Each site has a site ground station (SGS) that receivesthe SBN signal. The SGS is
provided and supported by Globecomm, under subcontract to Raytheon. The Pacific
Tsunami Warning Center (PTWC) has the antenna that serves the WFO in Guam and
Honolulu WFO.

The SGS consists of the following:

e Areceive-only antenna that provides the physical interface to the SBN.

e A low-noise-block (LNB) down-converter that converts the C-band satellite signal to
lower L-band frequencies.

e The interfacility link (IFL), which is the cable from the antenna to the DVB
Receivers.

e Redundant DC power supplies that provide power to the LNB.
e DVB receiversthat receive the digital data stream from the SBN and transmit it to the
CPs.

Colocated AWIPS sites take advantage of an IFL splitter to share the SGS antenna feed.
Locations with more than two AWIPS installations also use an IFL splitter with multiple
output ports (up to 8 per splitter).

All AWIPS sites use client/server technology to achieve function reuse, failure recovery,
and functional partitioning. The servers are as follows:
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e WFO Archive Server (WAX). WAX, a Linux-based device is currently only used
for tape backup. It runs the weekly nas backup script because the tape device is
connected to it.

e RFC Archive Server (RAX). RAX, a Linux-based device, provides additional disk
storage capacity for hydrologic data via Postgres database and provides the
processing power and associated software to process this hydrologic data at RFCs.

e Linux Data Servers (DX). The DXs provides site-level decoding, message handling
and data acquisition processing and hosts the DNS, NTP, SNMP, and LDAD
TerminalServer. It also provides site-level data repository and database resources.

e Workstations. The AWIPS workstations are used to access all site-level system
functions; they are also used to process and display textual, graphical, and image data.

e Communications Processors. The CPs provide site-level interface and processing to
external communications.

e Local Data Acquisition and Dissemination (LDAD) server. The LDAD server
provides local data acquisition, data quality control, and dissemination interfaces for
local NWS offices.

e Linux Preprocessors (PX). The PXs provide additional data processing and storage
ability for hydrometeorological applications.

The following exhibits illustrate the site hardware architecture:

e WFO (Exhibit 2.2-1)

e RFC (Exhibit 2.2-2)

e LDAD (Exhibit 2.2-3).

The WFO network diagram (Exhibit 2.2-4) represents the interface between the AWIPS

LAN and the NOAAnet. The diagram illustrates the physical connections between the
AWIPS routers and the NOAAnet routers.

2.2.1 Rack Components

Hardware is usually installed at each site in standard WFO and RFC rack configurations,
as shown in Exhibit 2.2.1-1. There are stand-alone WFO rack configurations and
collocated WFO rack configurations. Collocated WFO racks include all stand-alone
equipment except for routers, which are provided by the colocated RFC.
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2.2.1.1 Satellite Broadcast Network (SBN)

The Communications Processors for the SBN (Communications Processors - Satellite
Broadcast Network [CPSBN]) accept data from the DVB receivers, separate the
individual products from the data stream, and transfer the products to the Linux data
servers for additional processing.

e DVB Receivers

Each AWIPS site has two DVB receiversthat receive SBN data. Each DVB receiver
receivesall of the SBN data transmitted to the site and each receiver acts as a backup
for the other. The DVB receiversreplaced the demodulators, and the demodulators
have been removed from the AWIPS hardware rack. The DVB receiver output is a
dedicated LAN segment directly connected to the associated CPSBN.

e Satellite Broadcast Processors

At each AWIPS site, there are two CPSBNSs responsible for receiving GOES
products and a combination of NCEP products from the NCF.

NOTE: No site has more than two CPSBNSs unless it has an NRS.

CPSBN1 and CPSBN2 function as a heartbeat cluster; failover is managed
automatically or manually. Note that only a single high-availability package is
currently used on this cluster. The package name is a2cplapps (AWIPS Il only). In
failover mode, package execution shifts to the backup server. LDM is controlled by
the a2cplapps package.

The a2cplapps package manages the cplf floating server name. Note that floating
names are available only when the high-availability packages are running; they
cannot be used to start or stop the high-availability packages.

Each CPSBN is an HP DL380 G6 server with a dual 2.26 GHz E5520 processor, 6
GB of RAM, and 4 Ethernet LAN ports. The CPSBN memory will be upgraded to 12
GB with DX1/2 upgrade.

IP Virtual Server isinstalled on the CPSBNs. IPVS acts as a load balancer at the front
of the DX3/DX4 EDEX cluster real servers; it directs requests from the workstations
for TCP/UDP-based servicesto the real servers, and makes services of the real
servers appear to the workstations as a virtual service on a single IP address. IPVS is
aliased as ec. Clients such as CAVE (Common AWIPS Visualization Environment)
connect to the EDEX server via the ec alias; this provides for continuation of service
in the event of system failover.

Queue Processor Interface Daemon (QPID) isa JVM (Java Virtual Machine) message
broker configured to run on the CPSBN machines. It is responsible for keeping a
queue of messages sent by ingest processesalerting an EDEX cluster of new or
available data. Each EDEX process in an EDEX cluster is responsible for retrieving
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the next product inthe queue, deleting that product from the queue, and acting upon
the data product based on the information inside the JVM message. In this respect, it
works on a first-come-first-serve basis. So the EDEX process that has the most
system resources available and is processing most quickly will, in theory, get to more
products before the others. A monitoring script has been added and a cron has been
set up in a2cplcron, which will collect gpid stats and keep a week’s worth of data in
/data/fxa/gpid.

The major file systems on the CPSBNSs are:

root (/), /tmp, /usr, /var. Linux mandates that these file systems exist. They are
maintained as separate logical volumes to reduce the risk of any of these file systems
filling up and affecting system operations. All of the file systems are ext3. The /tmp
file system will be re-created with each boot sequence and performs no journaling.

/boot. This file system is used to store the Linux kernel and boot-up instructions.
/dev/shm. This is the designated shared memory.
/home. This file system contains the entire user working areas.

/awips. This file system is used to store baselined software and any associated log or
configuration files. It may contain binary applications, scripts, logs, or data as
required to support operations.

/data. This file system is used to store the data received over the SBN and also the
acquisition and SBN process logs. Subdirectories will further isolate application- or
product-specific logs.

/awips2. This file system is used to store baselined AWIPS Il software.

/data/fxa. This file system stores AWIPS data products that are not maintained within
the RDBMS. This would include the LDAD data.

/data_store. Folders are usually laid out exactly like the sbn folders on the EDEX
server, with each plug-in having a folder on the data store. However, some of them do
not follow the same convention; for example, data sent to the 'metar’ endpoint will be
found inthe /data_store/text folder. See Chapter 6 for more details on other data
types. Additionally, if new format ingest is being worked, you will find new data
types not yet found on the development or integration systems. Those files will be
located in /data_store/experimental.

[root@cpsbn2-bcq ~]# df —H

The following example illustrates CPSBN mount points for the WFOs.

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vgo0-1vol0l 1.1G 544M 420M 57% /
tmpfs 176G 4.1k 17G 1% /dev/shm

/dev/mapper/vg00-Ivol_awips  512M 248M 237M 52% /awips
/dev/mapper/vgo0-Ivol_awips2 5.1G 1.9G 3.0G 40% Zawips2
/dev/sdal 199M 38M 152M 20% /boot
/dev/mapper/vgo0-1vol_data 87G 3.4G 79G 5% /data
/dev/mapper/vgo0-1vol _home 2562M 3.5M 235M 2% /home
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/dev/mapper/vg00-1vol_tmp 512M 5.6M 480M 2% /tmp
/dev/mapper/vg00-1vol_usr 16G 6.3G 8.3G 44% /usr
/dev/mapper/vg00-Ivol_var 3.1G 640M 2.3G 23% /var
nasl:/dataFXA 537G 355G 183G 66% /data/fxa
nasl:/awips2REPO 43G 146 30G 32% /data/fxaZINST
nasl:/aiidata 537G 61G 477G 12% /awips2/edex/d
nas2:/dataSTORE 2.2T 1.1T 1.2T 47% /data_store
nas2:/awips2ARCHIVE 3.3T 850G 2.5T 26% /Zarchive
nasl:/qpid 116 1.6G 9.2G 15% /awips2/qpid/e

[root@cpsbnl-tbdr ~]# df —H

The following example illustrates CPSBN mount points for the RFCs.

Filesystem Size Used Avail Use% Mounted on
Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg01l-1vol0l 1.1G 616M 348M 64% /

tmpfs 6.36 4.1k 6.3G 1% /dev/shm

/dev/mapper/vg0l-1lvol_awips 512M 142M 344M 30% /awips
/dev/mapper/vg0l-Ivol _awips2 5.1G 3.4G 1.5G 70% Zawips2

/dev/sda3 199M 66M 123M 35% /boot
/dev/mapper/vg0l-1vol _home 252M 2.8M 236M 2% /home
/dev/mapper/vg0l-1vol_tmp 512M 5.0M 480M 2% /tmp
/dev/mapper/vg0l-1vol_usr 16G 6.6G 8.1G 45% /usr
/dev/mapper/vg0l-1vol_var 3.1G 910M 2.0G 32% /var
/dev/mapper/vg00-1vol_data 87G 7.1G 76G 9% /data
nasl:/dataFXxA 537G 378G 160G 71% /data/fxa
nasl:/aiidata 537G 264G 274G 50% /awips2/edex/data
nasl:/dataSTORE 537G 170G 368G 32% /data store
nasl:/awips2REPO 436G 7.2G  36G 17%

/data/fxa/INSTALL/awips?2
nasl:/qpid 116 331M 116G 4%

/awips2/gpid/edexMessageStor

2.2.1.2 Synchronous Communications

Switch Panel

The switch panel provides redundant, remotely controllable communications
interfaces for the PX asynchronous multiplexers (mux). Specifically, the switch panel
switches incoming and outgoing signals from the primary to the spare PX mux or
ports when directed. The switch panel is controlled locally by the AWIPS Terminal
Server and remotely from the NCF through the AWIPS Terminal Server. The switch
panel provides a passive patch capability for each communications line. This allows
communications problems to be monitored and diagnosed without disconnecting any
communications equipment.

The VIR switches provide the ability to switch between primary and backup
equipment. The switches may be operated remotely (by the NCF) or manually at the
site (by the system managers). There are redundant connections and pathways to all
AWIPS hardware except between the antenna and the DVB receivers (there is only
one IFL).
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Modem Nest

AWIPS accommodates a variety of site-specific communications requirements
through a high-reliability rack-mounted Modem Nest with redundant power supplies.
The Modem Nest supports up to 16 single modem cards. Every site has either a 10-
modem-card modem nest or a 16-modem-card modem nest.

2.2.1.3 Application Server

Application servers have been decommissioned at all sites except the NCF.

2.2.1.4 Data Servers

The data server systems support the functions for processing, archiving, and retrieval.
The processing and storage functions receive and store data that were acquired and
distributed via the multiple CPs and service data requests to all workstations. The
archiving functions provide general capabilities for retrieving site archive data, storing
data in the site archive (both automatic and requested storage), and retrieving data from
the site archive. The data server hardware components are the DX (1-4) servers, the
archive servers (WAX and RAX), and the network attached storage (NAS).

Data Server Processors

Four Linux-based DX servers (two primary and two secondary) are deployed at every
AWIPS site. The DXs provide the centralized computing and centralized database
functions. They support the processing required to store and process many types of
data and products that are acquired, derived, or manually entered. They also store
software, map backgrounds, and site-specific data.

The PostgreSQL object-relational database management system is supported by
Network Appliance (NetApp) FAS2020C rack-mounted mass storage. These devices
are direct-connected to DL380G6 Linux Data Servers (DX1 and DX2). Refer to
Appendix E, Mass Storage Design, for a description of the disk allocations.

DX1 and DX2 function as a heartbeat cluster; failover is managed automatically or
manually. Note that both DX1 and DX2 normally run separate high-availability
packages: a2dxlapps on DX1 and a2dx2apps on DX2. In failover mode, both
packages shift to the same server. Access to DX1 and DX2 is via server name alias:
dx1f points to the server running the a2dxlapps package; dx2f points to the server
running the a2dx2apps package. Note that the floating names are available only when
the high-availability packages are running; they cannot be used to start or stop the
high-availability packages.

DX3 and DX4 are independent servers, both of which run the EDEX server software.
There is no failover between DX3 and DX4. Both servers are load balanced and share
data processing responsibilities; if one server is stopped, the other will pick up the
entire data processing load. Processing load balancing between DX3 and DX4 is
provided by QPID as data messages are removed from QPID queues and processed

AWP.MAN.SMM.A2 2-23

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2 AWIPS System Architecture

by the EDEX instance having available processing capacity. Client request balancing
for DX3 and DX4 is managed by Internet Protocol Virtual Server (IPVS) (the pulse
service). Both QPID and IPVS run on CPSBN1 and CPSBN2.

Additional information on IPVS, including monitoring tools, is provided in Chapter
25, AWIPS II/EDEX Administration Guide. The DX configurations are summarized
in Table 2.2.1.4-1. Each Linux DX is connected to the Gigabit LAN.

Table 2.2.1.4-1. Data Server Configurations at AWIPS Sites

Processor CACHE Internal Storage
HP DL380 G6 All Sites (DX 2x2.26 GHz Xeon 12GB 1MB L2 2x146 GB
server) CPU cache
HP DL380 G8 (FY Quad Core
15)
Dell PowerEdge All AWIPS Sites | Dual Quad Core2.33 |8 GB 6 MB 2X 146 GB
2950 GHz SDRAM

e River Ensemble Processors (REP)

The River Ensemble Processor (REP) suite, part of the NWS” Advanced Hydrologic
Prediction Service (AHPS) program, was designed as a high-performance “blank
slate” on which the River Forecast Centers can load new or site-modified applications
in an environment that is very similar to AWIPS. It includes an availability
infrastructure that allows failing-over of processesand crons if desired. This hardware
hosts “baseline” Office of Hydrology (OH) applications implemented via AWIPS or
AHPS, as appropriate. The REP providesthe RFCs with a platform that was designed
for easy expansion based on mission requirements. The REP suite is a self-contained
unit that includes a rack, three commodity servers. The REP was preconfigured,
including IP addresses, to facilitate installation and allow the RFCs to take advantage
of the additional processing power as soon as desired. The three Linux Operating
System commodity servers have a file system structure that is consistent with current
operations.

The REP NAS provides storage at the RFCs for the hydrologic data for the prediction
models run on the REP processors.The RFC NAS Sun STK5320 has been replaced
with the NetApp filer also known as NetApp's network attached storage (NAS)
device, or NetApp FAS2240-4. The REP shares are all hosted by the nas2 controller,
whereas the default AWIPS shares are hosted by controller nasl. Both NAS1 and
NAS2 are contained within the same chassis. There is no extra controller node in the
RP rack after the replacement.

e WFO Archive Server

The WFO AX (WAX) (DS1E) is a Linux-based device, currently used only for tape
backup. It runs the weekly nas backup script because the tape device is connected to
it.

The WAX configurations are summarized in Table 2.2.1.4-2.
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Table 2.2.1.4-2. WFO Archive Server Configuration at AWIPS Sites

Processor | RAM | CACHE | Internal Storage
HP ML350 Stand-alone WFOs and | 1X Dual Core 1GB 512KB |3X 146 GB
Collocated WFOs 2.66 GHz CPU

An RS-232-C interface connects the WAX processor console port to the site
CP/monitor and control interface for monitor control.

e RFC Archive Server

The RFC AX (RAX) (DS1E) is a Linux-based device dedicated to providing
additional disk storage capacity and processing power for hydrologic data. The server
hosts Postgres and has the processing power and associated software to process large
collections of hydrologic data. It is not a redundant server; however, it does have an
SCSI RAID Level 5 storage array. It also has a DVD/CDR, and data can be selected
and moved to more permanent storage or written to a CD or DVD.

The RAX configurations are summarized in Table 2.2.1.4-3.

Table 2.2.1.4-3. RFC Archive Server Configuration at AWIPS Sites

Processor | RAM | CACHE | Internal Storage
HP ML350 RFCs 1X Dual Core 4GB 512KB |6X146GB
2.66 GHz CPU

An RS-232-C interface connects the RAX processor console port to the site
CP/monitor and control interface for monitor control.

e Network Attached Storage

The NAS (DS1F) NetApp filer also known as NetApp's network attached storage
(NAS) device provides storage at AWIPS sites and at the RFCs, storage for REP
hydrologic data as well.

e Archive Storage

A portable 1 TB Hard Disk Drive (HDD) with eSATA interface to the Archive Server
has been added to the Archive Storage system, a prerequisite for AWIPS II. The DX
and REP Tape Drive’s FibreBridge connection has been removed; the tape drive is
now directly connected to the Archive Server viathe LVD SCSI interface.

2.2.1.4.1 Data Server File Systems and Raw Partitions

The DX file systems support the following:

e Operating system
e COTS applications
e Developed applications.
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2.2.1.4.1.1 File Systems on the Linux Data Server (DX)

The major file systems on the Linux-OS DXs are:

e root (/),/tmp, /usr, /var. Linux mandates that these file systems exist.

e /boot. This file system contains the Linux kernel and boot-up instructions.
e /dev/shm. This file system is the Linux shared memory.

e /awips/fxa. This file system stores baselined Forecast Systems Laboratory (FSL)-
developed (presently Earth System Research Laboratory/Global Systems Division
(ESRL/GSD)) WFO-Advanced software and any associated log or configuration files.
It may contain binary applications, scripts, logs, or data that are required to support
operations.

e /awips/ifps. This file system is for baselined IFPS software and data.
e /awips/ldad. This file system contains scripts and data for LDAD server.

e /awips/ops. This file system stores baselined contractor-developed software and any
associated log or configuration files. It may contain binary applications, scripts, logs,
or data as required to support the operations.

e /data/logs. This file system contains the operational logs for software executing on
the platform. Subdirectories will further isolate application- or product-specific logs.

e /awips2. This file system is used to store base-lined AWIPS Il software.
e /awips2/data. Contains database files (only on DX1/2)

o /awips2/edex/data/hdf5. On DX1/2: contains the HDF5 component of the data store.
On DX3/4, LX, and XT workstations: contains shared static data and hydro apps.

The following directory is mounted on the DXs from the NAS:

e /data_store. Folders are usually laid out exactly like the SBN folders on the EDEX
server with each plug-in having a folder on the data store. But some of them do not
follow the same convention, for e.g., data sent to the 'metar' endpoint will be found in
the /data_store/text folder. See Chapter 6 for more details on other data types.
Additionally, if new format ingest is being worked, you will also find new data types
not yet found on the development or integration systems. Those files will be located
in /data_store/experimental.

The following directories are also mounted on the DX:

e /awips/dev. This file system contains the source code and libraries required for local
software development at field sites. The /awips/dev file system is NFS-exported to
support development from the workstations.

e /awips/adapt. This file system contains the AWIPS Decision Assistance Production
Preparation Tools (ADAPPT) software for the most recent software installation at
WEFO sites. This includes the Hourly Weather Roundup (HWR), Climate, the
Interactive Forecast Preparation System (IFPS), the Local AWIPS Model Output
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Statistics (MOS) Program (LAMP), and Pre-LAMP software. This file system may
contain binary applications, scripts, logs, or data.

/awips/GFESuite. This file system contains the GFESuite software. This file system
may contain binary applications, scripts, logs, or data.

/awips/hydroapps. This file system contains the NWS WFO Hydrologic Forecast
System (HFS) and NWS River Forecast System (NWSRFS) baseline software for the
most recent software installation.

/awips/ops. This file system stores baselined contractor-developed software and any
associated log or configuration files. It may contain binary applications, scripts, logs,
or data as required to support the operations.

lawips/rep. This file system (RFCs only) is mounted from the secondary NAS(NS1)
and is used for REP.

/data/fxa. This file system stores AWIPS data products that are not maintained within
the RDBMS. This would include the LDAD data.

/data/GFE. This file system (WFOs only) stores the GFESuite data products.
Jawips/db. This file system stores database software.

/data/local. This file system contains locally acquired or site-specific data and is the
file system that sites should use to store locally developed software. Each site
specifies what is included in this file system, so it may contain binary applications,
scripts, logs, or data.

/data/x400. This directory contains the Message Handling System (MHS) files.

/data/adapt. This file system (WFOs only) contains the IFPS, GFESuite, and LAMP
data, including GIF and text file products, topographic maps, shapefiles, IFPS
database grids and maps, and GFESuite databases, products, and topographic maps at
WFO sites.

/home. This file system contains all the user working areas.

/DS _shared. This directory contains the GNU compiler collection, an obsolete logs
directory, an MHS directory that is still in use and an obsolete HP service Guard
Directory.

/awips2. This file system is used to store baselined AWIPS 1l software.
/awips/storage. A location for the storage of miscellaneous AWIPS related files.

/awips2/GFESuite. Contains scripts and data relating to inter site coordination (ISC)
and service backup.

lawips2/edex/data/utility. Contains localization store and EDEX configuration files.

An example of mount points for a dx3/4 at the WFOs follows.

[root@dx3-tbdw ~]# df -H

Filesystem Size Used Avail Use% Mounted on
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/dev/mapper/vg00-1vol_root
tmpfs
/dev/mapper/vg00-Ivol_fxa
/dev/mapper/vgo0-Ivol_ifps
/dev/mapper/vg00-1vol_lIdad
/dev/mapper/vg00-1vol_ops
/dev/mapper/vgo0-1vol_awips2
/dev/sdal
/dev/mapper/vgo0-1vol_logs
/dev/mapper/vg00-1vol_tmp
/dev/mapper/vg00-1vol_usr
/dev/mapper/vg00-1vol_var
nasl:/awipsADAPT
nasl:/awipsDEV
nasl:/awipsGFESuit
nasl:/awipsHYDRO
nasl:/datal OCAL
nasl:/datax400
nasl:/DSshared
nasl:/dataADAPT
nasl:/dataGFE
nasl:/awipsHOME
nasl:/dataFXxA
nasl:/aiidata
nasl:/localapps
nas2:/dataSTORE
nas2:/awips2ARCHIVE
nasl:/awips2REPO
/data/fxa/ INSTALL/awips2
nasl:/GFESuite2

1.1G

17G
5.3G
1.4G
1.1G
276M

41G
500M
2.1G
1.1G

11G
3.1G
1.1G
4.3G
108G
108G
162G
630M
1.1G
3.3G

21M
119G
537G
537G

54G
2.2T
3.3T

43G

11G

680M
0
1.1G
49M
127m
126M
18G
39M
4 .6M
2.5M
8.1G
596M
730M
132k
19G
866M
556G
228M
410M
0

0
83G
355G
61G
107M
1.17
850G
14G

2.1G

361M

17G
4.0G
1.2G
837M
137M

21G
436M
2.0G
961M
1.7G
2.3G
345M
4.3G

89G
107G
107G
402M
664M
3.3G

21M

37G
183G
477G

54G
1.2T
2.5T

306G

8.7G

66%
0%
22%
4%
14%
48%
47%
9%
1%
1%
84%
21%
68%
1%
18%
1%
34%
37%
39%
0%
0%
70%
66%
12%
1%
47%
26%
32%

20%

An example of mount points for a dx3/4 at the RFCs follows.

[root@dx3-thdr ~]# df —-H

Filesystem
/dev/mapper/vgo0-1vol_root
tmpfs
/dev/mapper/vg00-1vol_fxa
/dev/mapper/vgo0-1vol_ifps
/dev/mapper/vgo0-1vol_ldad
/dev/mapper/vg00-1vol_ops
/dev/mapper/vgo0-1vol_awips2
/dev/sdal
/dev/mapper/vg00-1vol_logs
/dev/mapper/vg00-1vol_tmp
/dev/mapper/vg00-1vol_usr
/dev/mapper/vg00-1vol_var
nasl:/awipsADAPT
nasl:/awipsDEV
nasl:/awipsGFESuit
nasl:/awipsHYDRO
nasl:/datal OCAL
nasl:/datax400
nasl:/DSshared
nasl:/dataADAPT
nasl:/dataGFE
nasl:/awipsHOME

Size
1.1G

17G
5.3G
1.4G
1.1G
276M

41G
500M
2.1G
1.1G

11G
3.1G
1.1G
4.3G
108G
108G
162G
630M
1.1G
3.3G

21M
119G

Used
680M

1.1G

49M
127m
126M

18G

39M
4.6M
2_.5M
8.1G
596M
730M
132k

19G
866M

55G
228M
410M

83G

Avail Use%

361M

17G
4.0G
1.2G
837M
137M

21G
436M
2.0G
961M
1.7G
2.3G
345M
4.3G

89G
107G
107G
402M
664M
3.3G

21M

37G

66%
0%
22%
4%
14%
48%
47%
9%
1%
1%
84%
21%
68%
1%
18%
1%
34%
37%
39%
0%
0%
70%

/

/dev/shm
/awips/fxa
Jawips/ifps
/awips/ldad
/awips/ops
/awips2

/boot
/data/logs

/tmp

/usr

/var
/awips/adapt
/awips/dev
/awips/GFESuite
/awips/hydroapps
/data/local
/data/x400
/DS_shared
/data/adapt
/data/GFE

/home
/data/fxa
/awips2/edex/data
/localapps
/data_store
/archive

/awips2/GFESuite

Mounted on

/

/dev/shm
/awips/fxa
Jawips/ifps
/awips/Ildad
/awips/ops
/awips2
/boot
/data/logs
/tmp

/usr

/var
/awips/adapt
/awips/dev
/awips/GFESuite
/awips/hydroapps
/data/local
/data/x400
/DS_shared
/data/adapt
/data/GFE
/home
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nasl:/dataFXxA 537G 355G 183G 66% /data/fxa
nasl:/aiidata 537G 61G 477G 12% /awips2/edex/data
nasl:/localapps 54G  107M 54G 1% /localapps
nas2:/dataSTORE 2.2T 1.1T 1.2T 47% /data_store
nas2:/awips2ARCHIVE 3.3T 850G 2.5T 26% Zarchive
nasl:/awips2REPO 43G 146 30G 32%
/data/fxa/INSTALL/awips2

nasl:/GFESuite2 116 2.1G 8.7G 20% Zawips2/GFESuite

[root@dx1-bcq ~]# df -H

An i1llustration of the mount points for a WFO DX1/2 follows.

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg0l-1vol0l 1.1G 830M 134M 87% /

tmpfs 17G 0 176G 0% /dev/shm
/dev/mapper/vgol-1vol_fxa 5.1G 1.6G 3.2G 34% Zawips/fxa
/dev/mapper/vg0l-1vol_ifps 1.4G  49M 1.2G 4% /awips/ifps
/dev/mapper/vg0l-1vol_ldad 1.1G 67M 897M 7% /Zawips/ldad
/dev/mapper/vg0l-1vol_ops 297M  244M 37M  87% /awips/ops
/dev/mapper/vgol-1vol_awips2 346G 2.56 30G 8% Zawips2
/dev/sde3 98M  75M 18M 81% /boot
/dev/mapper/vg0l-1vol_logs 116 25M 9.9G 1% /data/logs
/dev/mapper/vg0l-1vol_tmp 1.1G 36M 928M 4% /tmp
/dev/mapper/vg0l-1vol_usr 116 8.4G 1.4G 87% /usr
/dev/mapper/vg0l-1vol_var 3.6G 2.8G 582M 83% /var
nasl:/awipsADAPT 1.1G 733M 342M 69% /Zawips/adapt
nasl:/awipsDEV 4.3G 132k 4.3G 1% /awips/dev
nasl:/awipsGFESuit 108G 19G 89G 18% /awips/GFESuite
nasl:/awipsHYDRO 108G 902M 107G 1% /Zawips/hydroapps
nasl:/datal OCAL 162G 56G 106G 35% /dataslocal
nasl:/datax400 630M 228M 402M 37% /data/x400
nasl:/DSshared 1.1G 410M 664M 39% /DS _shared
nasl:/dataADAPT 3.3G 0 3.36G 0% /data/adapt
nasl:/dataGFE 21M 0O 2IM 0% /data/GFE
nasl:/awipsHOME 1196 88G 32G 74% /home
nasl:/dataFXxA 537G 462G 76G 86% /data/fxa
nasl:/aiidata/utility 537G 677G 471G 13%
/awips2/edex/data/utility

nasl:/GFESuite2 116 3.6G 7.2G 34% /awips2/GFESuite
nasl:/localapps 54G 426M 54G 1% /localapps
nas2:/dataSTORE 2.2T 188G 2.1T 9% /data_store
nas2:/awips2ARCHIVE 3.3T 186 3.3T 1% Zarchive
nasl:/awips2REPO 436G 35G 8.9G 80%

/data/fxa/ INSTALL/awips2

nasl:/storage 537G 264G 274G 50% /awips/storage
nasl:/awipscm 269G 104G 166G 39% Zawipscm

/dev/mapper/vg_aiidb-awipsiidb 159G 18G 134G 12% /awips2/data

An illustration of the mount points for a RFC DX1/2 follows.
[root@dx2-tbdr ~]# df —-H

Filesystem Size Used Avail Use% Mounted on

/dev/mapper/vg01-1vol01 1.16 744M 220M 78% /

tmpfs 17G 0 176G 0% /dev/shm
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/dev/mapper/vg0l-Ivol_fxa 5.1G
/dev/mapper/vgol-1vol_ifps 1.4G
/dev/mapper/vg0l-1vol_ldad 1.1G
/dev/mapper/vg01-1vol_ops 297M
/dev/mapper/vg0l-Ivol_awips2 34G
/dev/sde3 98M
/dev/mapper/vg0l-1vol_logs 116G
/dev/mapper/vg0l-1vol_tmp 1.1G
/dev/mapper/vg01-1vol_usr 116G
/dev/mapper/vg0l-1vol_var 3.66G
nasl:/awipsADAPT 1.1G
nasl:/awipsDEV 4_.3G
nasl:/awipsGFESuit 108G
nasl:/awipsHYDRO 108G
nasl:/datal OCAL 162G
nasl:/datax400 630M
nasl:/DSshared 1.1G
nasl:/dataADAPT 3.36G
nasl:/dataGFE 21M
nasl:/awipsHOME 119G
nasl:/dataFXxA 537G
nasl:/aiidata/utility 537G
/awips2/edex/data/utility
nasl:/localapps 546G
nas2:/dataSTORE 2.2T
nas2:/awips2ARCHIVE 3.3T
nasl:/awips2REPO 43G
/data/fxa/ INSTALL/awips2
nasl:/storage 537G
nasl:/awipscm 269G

/dev/mapper/vg_aiidb-awipsiidb 159G
nasl:/GFESuite2

1.6G
49M
67M
147m
2.6G
63M
25M
32M
8.0G
2.1G
730M
132k
19G
866M
556G
228M
410M

83G
355G
61G

107M
1.17
850G

14G

475G
55G
14G

3.2G
1.2G
897M
134M

30G

30M
9.9G
932M
1.7G
1.3G
345M
4.3G

89G
107G
107G
402M
664M
3.3G

21M

37G
183G
477G

54G
1.2T
2.5T
30G

636G
215G
137G

34%
4%
7%

53%
8%

69%
1%
4%

83%

63%

68%
1%

18%
1%

34%

37%

39%
0%
0%

70%

66%

12%

1%
47%
26%
32%

89%
21%
10%

2.2.1.4.1.2 Raw Partitions for PostgreSQL on the Linux Data Server

/awips/fxa
Jawips/ifps
/awips/ldad
/awips/ops
/awips2
/boot
/data/logs
/tmp

/usr

/var
/awips/adapt
/awips/dev
/awips/GFESuite
/awips/hydroapps
/data/local
/data/x400
/DS_shared
/data/adapt
/data/GFE
/home
/data/fxa

/localapps
/data_store
/archive

/awips/storage
/awipscm
/awips2/data

The raw partition for PostgreSQL on the DX is mounted to the dx1f device from the

FAS2020 Direct Attached Storage Device.

The following is an example of the PostgreSQL mount point on the dx1f.

[root@dx1- ~]# df -H /awips2/data

Filesystem Size

/dev/mapper/vg_aiidb-awipsiidb 159G

Used

42G

[root@dx2-tbdr ~]# df -H /awips2/data

Avail Use% Mounted on

110G 28%

/awips2/data

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg_aiidb-awipsiidb 159G 27G 124G 18% /awips2/data
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2.2.1.4.2 AX File Systems

The AX file systems support the following:

e Operating system

e COTS applications

e Developed applications
e Archived Data.

The major file systems on the AX for WFO and RFC are as follows:
e root(/),/tmp, /usr, /var. Linux mandates that these file systems exist.
e /boot. This file system contains the Linux kernel and boot-up instructions.

e /awips/archiver. This file system stores the archiver data. It contains scripts, logs,
configuration files, and documentation.

e /local. This file system contains scripts and logs related to the installation of AWIPS
software.

e /data. This file system contains the archiver (5-day rollover and compressed) and
local radar data.

e /dev/shm. This file system is the Linux shared memory input queue.

e /awips/ops. This file system stores baselined software and any associated log or
configuration files. It may contain binary applications, scripts, logs, or data as
required to support operations.

e /awips/fxa. This file system stores baselined FSL-developed (presently ESRL/GSD)
WFO-Advanced software and any associated log or configuration files. It may
contain binary applications, scripts, logs, or data, as required to support operations.

e RFC Mount Points

- [rfc_arc. This file system is at RFCs only and may contain binary applications,
scripts, logs or data for RFC hydrological operations.

- /rfc_arc_data. This file system is at RFCs only and contains flat files of archived
hydrological data and products for RFC hydrological operations.

e NFS Mount Points

- The following directory is mounted by the AX server from the NAS in support of
AWIPS functions.
= /data_store

- The following directories are mounted by the AX server from the NAS in support
of AWIPS functions.
= /data/fxa
= /data/local
= /home
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e RFCs only

- Jawips/rep
- /awips/hydroapps
- /home

Refer to Chapter 24, Data Archive Server, for additional information.
An example of mount points for a WFO AX follows.

[root@ax-thdw ~]# df -H

/dev/mapper/vg0l-1vol0l 1.1G 565M 406M 59% /

tmpfs 522M 0 522M 0% /dev/shm
/dev/mapper/vg01-Ivol_archiver 1.1G 22M 950M 3% Zawips/archiver
/dev/mapper/vg0l-Ivol_fxa 1.1G 635M 336M 66% Zawips/fxa
/dev/mapper/vg0l-1vol_ops 301M  56M 229M 20% /awips/ops
/dev/cciss/c0dOpl 98M 54M 39M 58% /boot
/dev/mapper/vg0l-1vol_local 2.16 3.1IM 2.0G 1% /local
/dev/mapper/vg0l-Ivol_tmp 512M 443k 485M 1% /tmp
/dev/mapper/vg0l-1vol_usr 166G 7.6G 7.1G 52% /usr
/dev/mapper/vg0l-1vol_var 3.1G 1.6G 1.4G 53% /var
/dev/mapper/vg00-Ivol_data 2356 63M 223G 1% /data
nasl:/dataFXxA 537G 373G 165G 70% /data/fxa
nasl:/datal OCAL 162G 56G 106G 35% /data/local
nasl:/awipsHOME 1196 82G 37G 69% /home
nasl:/awipsADAPT 1.1G 732M 343M 69% /Zawips/adapt
nasl:/aiidata/utility 537G 65G 473G 13%
/awips2/edex/data/utility

nas2:/dataSTORE 2.2T 119G 2.1T 6% /data _store
nas2:/awips2ARCHIVE 3.3T 4.86 3.3T 1% Zarchive
nasl:/awips2REPO 436G  23G 21G 53%
/data/fxa/INSTALL/awips2

/dev/sdal 8.1G 1.56 6.3G 19% /media/flash
nas-tape:/awipsHOME 1196 82G 37G 69% /tmp/home
nas-tape:/awipsADAPT 1.1G 732M 343M 69% /tmp/awips/adapt

An example of mount points for a RFC AX follows.

[root@ax-tbdr ~]# df —H

/dev/mapper/vg0l-1vol0l 1.1G 565M 406M 59% /
tmpfs 522M 0 522M 0% /dev/shm
/dev/mapper/vg0l-1lvol_archiver 1.1G 22M 950M 3% Zawips/archiver
/dev/mapper/vg0l-Ivol_fxa 1.1G 635M 336M 66% Zawips/fxa
/dev/mapper/vg0l-1vol_ops 301M  56M 229M 20% /awips/ops
/dev/cciss/c0dOpl 98M 54M 39M 58% /boot
/dev/mapper/vg0l-1vol_ local 2.16 3.1IM 2.0G 1% /local
/dev/mapper/vg0l-1vol_tmp 512M 443k 485M 1% /tmp
/dev/mapper/vg0l-1vol_usr 166G 7.6G 7.1G 52% /usr
/dev/mapper/vg0l-1vol_var 3.1G 1.6G 1.4G 53% /var
/dev/mapper/vg00-Ivol_data 235G 63M 223G 1% /data
nasl:/dataFXxA 537G 373G 165G 70% /data/fxa
nasl:/datal OCAL 162G 56G 106G 35% /data/local
nasl:/awipsHOME 1196 82G 37G 69% /home
nasl:/awipsADAPT 1.1G 732M 343M 69% /Zawips/adapt
AWP.MAN.SMM.A2 2-32

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2

AWIPS System Architecture

nasl:/aiidata/utility
/awips2/edex/data/utility
nas2:/dataSTORE
nas2:/awips2ARCHIVE
nasl:/awips2REPO
/data/fxa/ INSTALL/awips?2
/dev/sdal
nas-tape:/awipsHOME
nas-tape:/awipsADAPT

2.2.15 LDAD Hardware

537G

2.2T
3.3T
43G

8.1G
119G
1.1G

65G 473G 13%

1196 2.1T 6%
4.86 3.3T 1%
236G 21G 53%

1.56 6.3G 19%
82G 337G 69%
732M  343M  69%

/data_store
/archive

/media/flash
/tmp/home
/tmp/awips/adapt

The LDAD System consists of two LDAD servers (LS2/3), a LAN switch (SMC 8024), a
Terminal Server (Cyclades ACS32), Modems (MultiTech MT5600BR), and a DMZ LAN
Switch (HP ProCurve 2824). The DMZ consists of two Juniper Netscreen 25 Firewalls,
LAN switch (HP ProcCurve 2824), and two Netgear 5 port hubs. The LDAD baseline
processes run on the LDAD Cluster (DMZ) and the AWIPS PX Cluster (Internal). Other
local applications may run on other internal clusters, such as DX cluster in the case of the
LDAD Dissemination Server. Data is transmitted through the DMZ either to the Trusted
(internal) AWIPS system or to the Untrusted (External) Users/Systems.

e | DAD Terminal Server

The LDAD Terminal Server is a Cyclades Alterpath ACS32, which provides an
Ethernet interface for connection to the LDAD LAN Switch and 32 serial ports for
connections to communication devices, such as the modems in the Modem Nest, and
Console Management ports such as the LS2/3 Servers. Each port can be configured to
a maximum speed of 56 K. The terminal server in an average configuration is used to
connect 10 dial-in/dial-out modems (including, River Gauge, RRS, and ASOS), four
dedicated modems, a fax modem, and various console connections. Port assignments
are shown in Table 2.2.1.5-1 as an example.

NOTE: The LDAD DL380 server and the LDAD LAN Switch are not included in the

table.
Table L.2-1. Port Assignments
‘ Port | Function
1 LARC Dial-out
2 HANDAR Dial-out
3 RRS Dial-in
4 RRS Dial-in
5 ASOS Dial-in
6 RRS Dial-in
7 ASOS Dial-in
8 ASOS Dial-in
9 ASOS Dial-in
10 ASOS Dial-in
12 ASOS Dial-in
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13 ASOS Dial-in
14 ASOS Dial-in
15 ASOS Dial-in
30 Fax Modem Dial-out

The LDAD terminal server is typically configured with a minimum of 4 IP addresses
that is assigned in the address space in which the site LDAD resides. First, a single IP
address is used to address the terminal server as a whole. Next, an individual and
unique IP address is used to address Port 1, Port 2 and Port 6.

For Port 1, the IP address is named “7elout” within the LDAD site and is used to
access a dial-out port configured properly for communications with older devices that
utilize 7-bit even parity communications configurations. LARC gauge
communications is one example of this type of communications.

The IP address assigned to Port 2 within the LDAD site is named “8nlout” and is
used in much the same way as the Port 1 address. In this case, the modem connected
to Port 2 is configured for 8-bit no parity communications. Current modem
communications equipment is usually configured in this manner. One example is
Campbell gauge communications.

The IP addresses assigned to Port 3, Port 4 and Port 6 are used by dial-in users who
wish to establish direct TCP communications via PPP to the LDAD LAN. Usually,
only Port 6 will be configured with an IP address for PPP dial-in connections.

e LDAD LAN Switch

The LDAD LAN Switch is an SMC Networks 8024 Ethernet switch with 24
1000BaseT ports. The LAN Switch provides connectivity to external users/systems,
the LDAD Terminal Server (Management/Modem RS-232), and the Untrusted side of
the LDAD Firewalls (FW1/2). Refer to Appendix L, LDAD Configuration Samples
and Firewall Architecture, for more information about the LDAD Firewall.

e Asynchronous Interface
The asynchronous interface provides up to 4 asynchronous serial connections
between the LDAD Server and external interfaces.

e Modem Nest

The LDAD modems are located in the MultiTech chassis. A total of 16 slots are
available for MultiTech modem cards (MT5600BR) and two power supplies
(PS1600). All sites have at least 10 modems for dial-out, dial-in, and fax capability.

e Firewall

Two Juniper SSG320M firewalls are employed to provide network security for the
LDAD and AWIPS systems. Each AWIPS site has two firewalls controlled by central
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configuration manager servers. The central configuration management servers are
located at the Network Control Facility (NCF) and the Backup NCF. The Security
manager clients are located at the NCF and the Raytheon engineering facility in
Silver Spring, MD to support the deployment. As part of the deployment, each
regional headquarters will have a Netscreen Security Manager client (NSM) on the
PX’s. The regional NSM clients will allow the regions to view the configurations of
the firewalls at each of their AWIPS sites. Control over the firewall configurations is
tiered, with the central configuration management server having ultimate control; the
regional NSM clients can view their sites but they are managed from the central
server. Individual AWIPS sites (forecast offices) will not have direct control over
their own configurations.

The firewalls are stateful inspection firewalls,and use NAT to prevent AWIPS I[P
addresses from being advertised outside of the AWIPS network. (Refer to Appendix
L for more on Firewall Architecture.)

LDAD Server

The LDAD server cluster is a pair of HP ProLiant DL380 G7 Linux servers that act as
a primary and hot spare. The LDAD server machines provide the focal point for all
external communications between the AWIPS site and the community, functioning as
a pass-through device for all incoming and outgoing data.

Only one of the two machines (Is2 and Is3) is actively working as the LDAD server at
any time, and it will be the one that is reachable through the address 192.168.1.10
("Is1" or "Is") via the LDAD LAN switch. In this document, “the active LS” refers to
whichever machine is actively working as the LDAD server.

The LS1 LDAD server (LS2/LS3 listening address) interface is configured on both
LDAD serversbut it will only be up on the active LS. The active LS is running
LDAD ingest processes, listening on the address 192.168.1.10, and reachable through
the AWIPS LAN viathe hostname “Is1" or "lIs.”

The 1s2/Is3 servers have unique interfaces (1s2-192.168.1.11, 1s3-192.168.1.12) that
are up at all times. The Is2/3 heartbeat is a private lan pair (Is2-172.16.0.2, I1s3-
172.16.0.1).

The 1s2/Is3 servers share an external IP address for access to the site local LAN and
the Internet for data push/pull collection. This external Idad address is assigned by the
site and configured by the region in the site's LDAD firewall. Packets are routed by
the firewall using Mapped IP (MIP) to the active LS. There is no external network
interface connection on the LDAD server.

The VIR switch provides the capability to switch asynchronous serial connections
between LS2 and LS3.

AWP.MAN.SMM.A2 2-35

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2

AWIPS System Architecture

22151

LDAD Server File Systems

root (/), /tmp, /usr, /var. These file systems are maintained as separate logical
volumes to reduce the risk of any of these file systems filling up and affecting system
operations. All of the remaining file systems are ext3. The /tmp file system will be
re-created with each boot sequence and performs no journaling.

swap space. The swap space is divided into two LVs (Logical Volume) on two
separate spindles. The primary swap space on the root drive is also designed as a
dump space in the event of a system panic. This is designated as a swap/dump file
system.

/opt. This is used to load COTS applications.

/data/logs. This file system contains the operational logs for software executing on
this platform. Subdirectories will further isolate application- or product-specific logs.
It also stores all non-system LDAD logs (all FSL- and OST-developed software logs).

/ldad. This file system stores baselined FSL-developed (presently ESRL/GSD)
software and any configuration files. It may contain binary applications, scripts, or
data as required to support LDAD functions.

/data/ldad. This file system contains scripts and data for LDAD server.

/data/Incoming. This file system is used for temporary storage of raw data acquired
from external observation systems (e.g., local automatic remote collector [LARC]
gauges, mesonet sensors, and precipitation gauges).

/home. This file system contains all of the user working areas.

An example of mount points on the LDAD servers follows.

[root@ls2-bcq ~]# df -H

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg0l-1vol0l 22G 554Mm 206 3% /

tmpfs 6.3CG 0 6.36 0% /dev/shm
/dev/mapper/vg0l-Ivol_awips2 11G 158M 9.9G 2% Jawips2
/dev/sda3 102M  66M  31M 68% /boot
/dev/mapper/vg0l-1vol_Incoming 22G  181M 20G 1% /data/Incoming
/dev/mapper/vg0l-1vol_logs 53G 326M 50G 1% /data/logs
/dev/mapper/vg0l-1vol _home 22G 189 20G 1% /home
/dev/mapper/vg0l-1vol_ldad 226G 1.1G 19G 6% /1dad
/dev/mapper/vg0l-1vol_opt 22G 338M  20G 2% /opt
/dev/mapper/vg0l-1vol_tmp 5.36 146M 4.9G 3% /tmp
/dev/mapper/vg0l1-1vol_usr 276 8.56 17G 34% /usr
/dev/mapper/vg0l-1vol_var 16G 448M 156 3% /var

/dev/mapper/vg02-1vol_datalLdad 492G 5.6G 461G 2% /data/ldad

[root@Is1-tbdr ~]# df —H

Filesystem Size Used Avail Use% Mounted on

/dev/mapper/vg0l-1vol0l 226G 1.3G 19G ™% /

tmpfs 6.3G 0 6.3G 0% /dev/shm

/dev/mapper/vg01-1vol_awips2 116 24M 9.9G 1% /awips2
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/dev/sda3 98M 66M 27M  72% /boot
/dev/mapper/vg0l-1vol _Incoming 22G 47M 20G 1% /data/lIncoming
/dev/mapper/vg0l-1vol_logs 536G 2.5G 486G 5% /data/logs
/dev/mapper/vg0l-1vol_home 22G 852M  20G 5% /home
/dev/mapper/vg0l-1vol_ldad 22G  915M 20G 5% /1dad
/dev/mapper/vg0l-1vol_opt 22G  205M 20G 2% /opt
/dev/mapper/vg0l-1vol_tmp 5.26  15M 4.9G 1% /tmp
/dev/mapper/vg0l-1vol _usr 276G 7.7G 18G 31% /usr
/dev/mapper/vg0l-1vol_var 166G 369M 156G 3% /var

/dev/mapper/vg02-1vol_dataldad 492G 19G 448G 5% /data/ldad

2.2.1.6 Workstations

Workstations (see Exhibit 2.2.1.6-1) provide the primary human/machine interface in
AWIPS. They perform a variety of mission-related and system management functions,
including the display of alphanumeric, image, and graphic data; animation displays; and
toggling, zooming, and panning displays. It has four HWCs: WK1B; WK1C, Color X-
Terminal; WK1F, Type IV Workstation (NCF only); and WK1G, Linux Workstation.

AWIPS forecasters use the Linux workstations on mission-critical functions. Upgraded
Linux OS X-terminals have replacedthe HP Color X-Terminals. New Workstations + X-
terminals have three 19-inch LCD monitors and an internal CD-ROM, which support all
AWIPS workstations.

Exhibit 2.2.1.6-1. AWIPS Workstation

All data are centrally stored and managed at the site. Data in use at the workstation, such
as image or graphic products, are retrieved from the Data Server or the Linux
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Preprocessor and presented at the workstation. The product may be manipulated for
display and retained at the workstation for as long as it is being used. Upon completion, it
is removed from the local workstation unless the user or the application retains it.

The color X-terminal (WK1C) is a Linux-based workstation platform with one 19-inch
monitor. It is connected to the GBLAN and is used primarily for text messaging
functions. The Linux workstations (WK1G HWC) support a processing capacity of at
least 48 MIPS and include online storage for applications software. They provide high-
speed 100 Mbps connectivity to the site LAN and support other interfaces.

The AWIPS Linux workstations are equipped with three 19-inch LCD monitors and
support all AWIPS workstation applications.

Workstations are sized to handle the WK HWCI load and are expandable to meet
functional and performance requirements as they evolve throughout the AWIPS life
cycle. Multiple workstations at each site provide for redundancy. If a workstation fails, a
forecaster can move to another workstation and resume work.

The 100 Mbps interface connects to the site LAN (HWCI) via Ethernet for the Linux
workstation. The RS-232-C interface connects to the site Monitor and Control Interface
HWC.

The file systems on the workstations support the operating system, COTS applications,
and developed applications. The workstation configuration has no database requirement;
therefore, it does not need to support any raw partitions.

Table 2.2.1.6-1 summarizes the workstation configurations.

Table 2.2.1.6-1. Workstation Processor Configurations at AWIPS Sites

‘ Type | Site | Processor | RAM | CACHE | Internal Storage
HP Z600 All WFO/RFCs (LX |1CPU@ 2.26 GHZ|12GB |8 MB 146 GB
Replacement)
HP Z600 All WFO/RFCs 1CPU@ 24GHZ |6GB 2MB 160 GB
(X-term replacement) L2 Cache

2.2.1.6.1 Reserved

2.2.1.6.2 Linux Workstation File Systems

e oot (/),/tmp, /usr, and /var. Linux mandates that these file systems exist.
e /boot. This file system stores the Linux kernel and boot-up instructions.

e swap space. Swap space is a dedicated partition defined in /etc/fstab and activated at
boot time. Swap space is used to store inactive pages of memory when system RAM
is full.

e /local. This file system contains the output files for the Linux configuration and setup
and the Red Hat, GFESuite, and WFOA software installations.
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e /awips/chps_local. Reserved for CHPS.

e /chps. Reserved for CHPS.

e /dev/shm. This file system is the Linux shared memory input queue.
o /awips/ifps. This file system is for baselined IFPS software and data.

e /awips/ldad. This file system will store baselined FSL-developed WFO-Advanced
software and any associated configuration files. It may contain binary applications,
scripts, or data as required to support operations.

e /awips/fxa. This file system stores baselined FSL-developed (presently ERL/GSD)
WFO-Advanced software and any associated logs or configuration files. It may
contain binary applications, scripts, logs, or data as required to support operations.

e /awips/ops. This file system stores baselined Contractor-developed software and any
associated log or configuration files. It may contain binary applications, scripts, logs,
or data as required to support operations.

e /data. This file system stores data products needed on the workstation.
e data/dhm. Data Hydrological Modeling on LX.

e NFS Mount Points. The following directory is mounted from the NASL in support of
AWIPS functions:

- /data_store

e The following directories are mounted from the NAS in support of AWIPS functions.

- /awips/adapt

- /awips/dev

- /data/adapt (WFOs only)

- /data/fxa

- /awips/hydroapps

- lawips/GFESuite

- /data/local

- /data/verify

- /home

- {usr/local/viz/edex/data/hdf5

- lawips/rep (RFCs only for REP)
- lawips/chps_share (RFCs only)

The following is an example of WFO Linux workstation mounts.
[root@Ix1-bcq ~]#  df -H

Note: Workstation running in 64 bit OS.

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg00-1vol0l 969M 587M 332M 64% /
tmpfs 16G 752K 166G 1% /dev/shm

/dev/mapper/vg00-Ivol_fxa 4.3G 1.9G 2.2G 46% Zawips/fxa
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/dev/mapper/vgo0-Ivol_ifps 1.56 47 1.3G 4% /awips/ifps
/dev/mapper/vgo0-Ivol_ldad 969M 55M 864M 6% /awips/ldad
/dev/mapper/vg00-1vol_ops 283M 73M  195M 28% Zawips/ops
/dev/sdal 93M  36M  53M 41% /boot
/dev/mapper/vg00-Ivol _data 3.8G 11M  3.6G 1% /data
/dev/mapper/vg00-1vol_dhm 969M 1.3M 918M 1% /data/dhm
/dev/mapper/vgo0-Ivol_local 4.06 74M 3.7G 2% /local
/dev/mapper/vg00-1vol_tmp 477M 14M  438M 4% /tmp

/dev/mapper/vg00-1vol_usr 156 116G 2.8G 80% /usr
/dev/mapper/vg00-1vol_var 2.96 830M 1.9G 31% /var
nasl:/awipsADAPT 1.0G 698M 327M 69% /Zawips/adapt
nasl:/awipsDEV 4.06 168K 4.0G6 1% Zawips/dev
nasl:/awipsHOME 1106 76G  35G 69% /home
nasl:/awipsHYDRO 100G 853M 100G 1% /Zawips/hydroapps
nasl:/dataADAPT 3.0G 0 3.06 0% /data/adapt
nasl:/dataFXxA 500G 347G 154G 70% /data/fxa
nasl:/datal OCAL 150G 526G 99G 35% /dataslocal
nasl:/awipsGFESuit/ws 100G 18G 83G 18% /awips/GFESuite
nasl:/localapps 506G 149 50G 1% /localapps
nas2:/dataSTORE 2.0T 111G 1.9T 6% /data_store
nas2:/awips2ARCHIVE 3.0T 4.56 3.0T 1% Zarchive
nasl:/dataARCHIVER 1.0T 8.3G 1016G 1% /dataZarchiver
nasl:/awips2REPO 406 216G 20G 53%

/data/fxa/ INSTALL/awips2

nasl:/aiidata/share 500G 61G 440G 13%

/awips2/edex/data/share

nasl:/aiidata/fxa/trigger 500G 61G 440G 13%
/awips2/edex/data/fxa/trigger

nasl:/verify 2.0T 6.56 2.0T 1% /data/verify

2.2.1.7 Linux Preprocessor

Two PX preprocessors (PX1 and PX2) are at every AWIPS site to run applications. The
PX architecture is shown in Exhibit 2.2.1.7-1.
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The PXs at the site are each sized to handle the full system load in the event one of them

fails. Each contains 2X 146 GB of internal storage. Refer to Exhibit 2.2.1.7-2, Linux

Preprocessor (PX) Hardware.
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Exhibit 2.2.1.7-1. Linux Preprocessors (PX) Architecture
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Exhibit 2.2.1.7-2. Linux Preprocessor (PX) Hardware

PX configuration is summarized in Table 2.2.1.7-1.

Table 2.2.1.7-1. Linux Preprocessor Configurations at AWIPS Sites

Processor | RAM | CACHE | Internal Storage
HP DL380 G7 | All AWIPS Sites | 2x2 4 GHZ Quad 12GB 12 MB 2X 146 GB
Core SDRAM

The PX preprocessors maintain a continuous heartbeat between the two processors and
accomplish an automatic processing switch to the other processor should a processor fail.
Each PX executes a predefined software package, and each PX can take over the
responsibility for all PX functions on the failure of one of the PXs.

The PX has LAN and asynchronous serial interfaces. The serial interface is Electronics
Industry Association (EIA) RS-232 and is used to provide a system console connection.
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Exhibit 2.2.1.7-3 shows the PX processor interfaces. The RS-232-C interfaces represe

nt

the site monitor and control interface, which provides console port interfaces to the CP,

workstation, SBN, LAN, and WAN. The 1 Gbps interface connects to the site LAN.

PX14 — 100 Mbps Heartbeat LAN =
(pxLAN100)
cP R5-232-C (A Preprocessor
— -R5-232- sync)— — —
(CP} (Async) Server — 1 Gbps LAN (LA)
(Primary) - — — [CP)— — —(pxME&C) (Asyn ¢)
PX1A = 100 Mbps Heartbeal LAN ==
(pxLAM100)
(CP} — -R$-232-C (Async)— — — Prespx?rsur
= | Gbps LAN (L&)
(Secondary) | — —(CP)— — —(pxM&C) (Asyn c)
Legend
== == Monitor and Controk
LAN Intarfaces
SHM 102111

Exhibit 2.2.1.7-3. Linux Preprocessor (FX) Interfaces

e Linux Preprocessor Processors (PX1A)

Two PX preprocessors (PX1A), a primary and a secondary server, are deployed to
every AWIPS site. The PX preprocessorsare HP DL380 G7 servers.

2.2.1.7.1 Preprocessor Server File Systems

The PX file systems support the following:

e Operating system

e COTS applications

e Developed applications.

The file systems on the PX are:

e root (/). This file system is superuser’s (root) home directory.

e /boot. This file system contains boot-related files (kernel).

e /tmp. This file system is used to store temporary files that users and system programs

create.
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221.7.2

{usr. This file system holds most user-related documents, command-related files, and
installation files.

/var. This file system contains system log files for most applications (mail, print
spoolers, and system information).

Preprocessor Server File Systems

The PX file systems support the following:

Operating system
COTS applications
Developed applications.

The file systems on the PX are:

root (/). This file system is superuser’s (root) home directory.
/boot. This file system contains boot-related files (kernel).

/tmp. This file system is used to store temporary files that users and system programs
create.

{/usr. This file system holds most user-related documents, command-related files, and
installation files.

/var. This file system contains system log files for most applications (mail, print
spoolers, and system information).

swap space. The swap space is divided into one logical volume on the root disk. The
primary swap space on the root drive is also designed as a dump space in the event of
a system panic. This is designated as a swap/dump file system.

/awips/ops. This file system is used to store baselined contractor-developed software
and any associated log or configuration files. It contains binary applications, scripts,
logs, or data as required to support operations.

Jawips/fxa. This file system stores baselined WFO-Advanced software developed by
the FSL (presently ESRL/GSD) and any associated configuration files. It may contain
binary applications, scripts, or data as required to support operations.

lawips/ifps. This file system is for baselined IFPS software and data.

lawips/laps. This file system will store baselined FSL-developed Local Analysis and
Prediction System (LAPS) software and any associated configuration files. It may
contain binary applications, scripts, or data as required to support operations.

/awips/Idad. This file system will store baselined FSL-developed WFO-Advanced
software and any associated configuration files. It may contain binary applications,
scripts, or data as required to support operations.

/data/logs. This file system contains the operational logs for software executing on
the platform. Subdirectories will further isolate application- or product-specific logs.
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e /dev/shm. This file system contains the shared memory.
e NFS Mount Points. The following directories are mounted from the NAS:

- /home

- /data/GFE

- /data/fxa

- /awips/adapt

- Jawips/GFESuite
- /awips/hydroapps
- /data/adapt

- /data/local

- Jawips/dev

The following is an example of the PX mount points at the WFOs.

[root@px1-tbw3 ~]# df —H

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg0l-1vol0l 1.1G 765M 199M 80% /
tmpfs 6.3CG 0 6.36 0% /dev/shm
/dev/mapper/vg0l-Ivol_fxa 5.16 2.2G 2.7G 45% /awips/fxa
/dev/mapper/vg0l-1vol_ifps 1.6G 2.4M 1.5G 1% Zawips/ifps
/dev/mapper/vgol-1vol_laps 1.1G 145M 819M 16% Zawips/laps
/dev/mapper/vg0l-1vol_ldad 1.1G 164M 800M 18% /awips/ldad
/dev/mapper/vg01-1vol_ops 297M  74M  208M 27% /awips/ops
/dev/mapper/vg0l-Ivol _awips2 116 3.9G 6.1G 39% Zawips2
/dev/sda3 98M  78M  15M 85% /boot
/dev/mapper/vg0l-1vol_logs 2.1G 838M 1.1G 44% /data/logs
/dev/mapper/vg0l1-1vol_tmp 500M 29M 446M 6% /tmp
/dev/mapper/vg0l-1vol_usr 276 136G  13G 50% /usr
/dev/mapper/vg0l-1vol_var 3.1G 1.86 1.2G 60% /var
/dev/mapper/vg0l-1vol_local 4.1  2IM 3.9G6 1% /local
nasl:/awipsADAPT 1.1G 733M 342M 69% /Zawips/adapt
nasl:/awipsDEV 4.3G 173k 4.3G 1% /awips/dev
nasl:/awipsGFESuit/ws 108G 19G 89G 18% /awips/GFESuite
nasl:/awipsHOME 1196 88G  32G 74% /home
nasl:/awipsHYDRO 108G 902M 107G 1% /awips/hydroapps
nasl:/dataADAPT 3.3G 0 3.36G 0% /data/adapt
nasl:/dataFXxA 537G 462G 76G 86% /data/fxa
nasl:/dataGFE 21M 0 21M 0% /data/GFE
nasl:/datalOCAL 162G 56G 106G 35% /data/local
nasl:/verify 2.2T 486 2.2T 3% /datasverify
nasl:/aiidata 537G 67G 471G 13% /awips2/edex/data
nasl:/localapps 54G 426M 54G 1% /localapps
nasl:/GFESuite2 116 3.6G 7.2G 34% /awips2/GFESuite
nas2:/dataSTORE 2.2T 188G 2.1T 9% /data store
nasl:/awips2REPO 436G 356G 8.9G 80%
/data/fxa/INSTALL/awips2
nasl:/bmhDATA 43¢ 1IM  43G 1% /awips2/bmh/data
nasl:/bmhCONF 22G 66k  22G 1% Zawips2/bmh/conf
nasl:/bmhRESULTS 226G 7.7TM  22G 1%
/awips2/bmh/neospeech/result
nas2:/awips2ARCHIVE 3.3T 186 3.3T 1% Zarchive
nasl:/dataARCHIVER 1.1T 8.96 1.1T 1% /data/archiver
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2.3

2.4

2.5

251

NCF Time Source

The NCF time source is located at the ANCF and the BNCF. It receives, decodes, and
provides AWIPS with time from the NIST WWV external time source. After the
ANCF/BNCF Comm Server is synchronized with the NIST WWV, it synchronizes all
other LAN clocks at the site. All AWIPS system clocks are synchronized to within 1
second of the NIST WWV time using the network time protocol over the WAN. NRSs
are synchronized over the SBN.

Printers

All AWIPS sites have two color graphics printers.

Both color graphics printers are Dell 5130cdn. The color graphics printers generate
publication-quality color output for use in publications and journals and print high-
quality black and white products. The color graphics printers can generate laser-quality
output of 300 dpi on paper up to 8.5 inches by 14 inches (legal size). Each color graphics
printer has its own IP address and is connected to the GB LAN (Ethernet).

AWIPS Software

AWIPS software is divided into three general classes:
1. AWIPS contractor-developed software

2. Government-developed software

3. COTS software and Freeware.

AWIPS Contractor-Developed Software

The AWIPS contractor-developed software categories are:

e Communications Software. Receives and processes the satellite signal. This
software processes the signal from the demodulators and stores the decoded products
in the AWIPS database.

e Monitor and Control (M&C) Software. Tracks functioning of the AWIPS system at
the site and transmits the collected information to the NCF. This software allows the
NCF to control site hardware and software, if needed.

e EDEX System Deployment. A fully functional AWIPS Il EDEX installation
requires deployment and operation of several pieces of software. These include a
PostgreSQL database, a Unidata Local Data Manager (LDM) as a data source, an
AWIPS Il Radar Server (RCM), an Apache Qpid messaging service, and the EDEX
software itself.
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2.5.2

2.5.3

Government-Developed Software

The Government has developed most of the AWIPS weather applications.

e NOAA'’s Earth System Research Laboratory/Global Systems Division (GSD,
formerly FSL) developed the AWIPS D2D user interface, IFPS (jointly, with MDL),
LAPS, and LDAD applications.

e The NWS Meteorological Development Laboratory (MDL) developed the
background hydrometeorological applications, including Climate, AvnFPS, SCAN,
FFMP, IFPS (jointly, with FSL), HWR, LAMP, Pre-LAMP, Guardian, FSI, SNOW,
GFE, and ADAPPT Foundation.

e Other Government-developed software appear as stand-alone applications, for
example, the Office of Hydrologic Development (OHD) and the WFO Hydrologic
Forecast System (HFS) applications (HydroView, RiverPro, and HydroBase). These
applications are documented in their own manuals.

NOTE: Most of the Government-developed software has been transitioned to Raytheon
Software Maintenance and Support for maintenance.

Commercial Off-the-Shelf (COTS) Software and Freeware

25.3.1 AWIPS II;: COTS Software and Freeware

AWIPS relieson COTS software when possible. Often the COTS software is invisible to
users. For example, all of the individual hardware items that compose the AWIPS system
are commercially available, and all of them use the software that their manufacturers
provide. COTS software is documented via the commercial documentation provided with
the COTS software package.

Table 2.5.3.1-1 lists the COTS software and freeware used in AWIPS II.
Note: In addition, the following have been updated in Release 16.2.2

org.apache.commons.pool to 1.6, org.apache.commons.lang to 2.6 and
org.apache.commons.compress to 1.10
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Table 2.5.3.1-1. COTS Software and Freeware Used in AWIPS 11

‘ Component Version | Description

ActiveMQ 5.12.0 JMS (still used by AlertViz and internally in parts of
Camel)

Apache Commons 1.10 The Commons Configuration software library provides a

Configuration generic configuration interface which enables a Java
applicationto read configuration data from a variety of
sources.

Apache Batik 1.8 A Java-based toolkit for applications or applets that want to
use images in the Scalable Vector Graphics (SVG) format
for various purposes, suchas display, generation or
manipulation

Apache Camel 2.13.2 Apache Camel is a rule-based routing and mediation engine
that provides a Java object-based implementation of the
Enterprise Integration Patterns using an API (or declarative
Java Domain Specific Language) to configure routing and
mediation rules.

Apache CXF 2.7.14 or better

Apache Derby 10.12.1.1 Apache Derby, an Apache DB subproject, is an open source
relational database implemented entirely in Java

Apache Httpclient 435 The Hyper-Text Transfer Protocol (HTTP) is a significant
protocol used on the Internet today. Web services, network-
enabled appliances and the growth of network computing
continue to expand the role of the HTTP protocol beyond
user-drivenweb browsers, while increasing the number of
applications that require HTTP support.

Apache Httpd 2.2.15-47

Apache MINA 117 Network application framework

Apache WSS4J 1.6.5 Web Services Security

Apache XML Beans 2.6.0 XMLBeans is a technology for accessing XML by binding
itto Java types.

Apache JSON 1.9.x

Ant 196 Java Build Tool

Ant-Contrib 1.0b3 Additional useful tasks and types for Ant

Antlr 2.7.6 Parser generator

Atomikos 3.6.2 Transaction management system

TransactionEssentials

Basemap 1.0.7

Bitstream Vera Fonts 1.10 Font library from Gnome

bzip2 None Stream compression algorithm

C3p0 0.9.1 An easy-to-use library for making traditional JDBC drivers
“enterprise-ready” by augmenting them with functionality
defined by the jdbc3 spec and the optional extensions to
jdbc2

Camel 2.16.0 Enterprise Service Bus

Cglib (Byte Code 2.2 A high-level API; usedto generate and transform JAVA

Generation Library) byte code

CherryPy 3.1.2 Object-oriented HTTP framework

commons-beanutils 1.8.3 Apache Common Libraries

commons-codec 14.1 Apache Common Libraries

commons-collection 3.2 Apache Common Libraries

commons-configuration 1.6 Apache Common Libraries
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Component Version Description

Commons-cli 1.2 Apache Common Libraries

commons-digester 1.8.1 Apache Common Libraries

commons-cxf 25 Apache Common Libraries

commons-httpclient 3.1 Apache Common Libraries

commons-lang 2.3 Apache Common Libraries

commons-logging 111 Apache Common Libraries

commons-management 1.0 Apache Common Libraries

commons-pool 1.3 Apache Common Libraries

commons-validator 1.2 Apache Common Libraries

CXF (Apache) 2.7.10 Apache CXF is an opensource services framework. CXF
helps to build and develop services using frontend
programming APIs, like JAX-WS and JAX-RS. This isa
FOSS upgrade specifically needed for Data Delivery
security. The new versionwill strengthen DD security and
provide enhanced security capabilities that are not in the
current version.

datautil 242+

domd4j 16.1 An opensource library for working with XML, XPath, and
XSLT on the Java platform using the Java Collections
Framework

dods 1.1.7 Java Library

dwr (directweb remoting) | 1.1.3 Java opensource library

Getahead

Eclipse 3.8.2 Java IDE

Eclipse CDT 5.0.2 C/C++ IDE for Eclipse

ehcache 1.3.0 Caching Support

GEOS 3.0.2 Geometry Engine, Required for PostGIS

Geo Tools 10.5 GeoTools is a free software (LGPL) GIS toolkit for
developing standards compliant solutions. It provides an
implementation of Open Geospatial Consortium (OGC)
specifications as they are developed.

Geo Tools Gdal 1.9.2-4 Geo Tools Plug-in

Geo Tools Imageion 1.1.8 Geo Tools Plug-in

GeoTools Java API 264 Java API for Manipulation of Geospatial Data

Geronimo-jms 1lspec1.1.1 Server runtime framework

GRIBJava 8.0 Grib Java Decoder

h5py 1.3.0-3 HDF5 for Python

hdf5 1.8.4-patchl Core HDF5 APIs

hdf5 25 Core HDF5 APls

Hibernate 4.2.15 Data Access Layer

IzPack 4.2.0 Installer creator for EDEX

JAI 1.1.3 Java API for Image Manipulation

JAI — Image I/O 1.1 Plug-ins for JAI

Jasper 1.900.1 (Security JPEG-2000 codec

Patch)

Java 7u80and 7u76 Kit for both 32-bit and 64-bit

javax.mail 143 mail modeling classes

javax.measure 1.0-beta-2 Strong types for measurements

javax.persistence 1.0.0 persistence classes and interfaces
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Component Version Description
javax.vecmath 131 Coordinates and vectors
Jep 3.4 Java Python interface
Jetty 8.1.15 Jetty provides an HTTP server, HTTP client, and
javax.serviet container
JFreeChart 1.0.19
jGrapht 0.6.0 A free Java graph library that provides mathematical graph-
theory objects and algorithms
JMock 2.0.0 Java Mock Object Framework
jna (java native access) 3.09 Provides Java programs easy access to native shared
libraries (DLLs on Windows) without writing anything but
Java code—no JNI or native code is required. This
functionality is comparable to Windows’ Platform/Invoke
and Python’s ctypes. Access is dynamic at runtime without
code generation.
Jogl 1.1.1-rc8 Provides hardware-supported 3D graphics
Jscience 43.1 Library for Scientific Calculations and Visualizations
JTS Topology Suite 1.10 Java API for 2D spatial data
JUnit 4.10 Java Unit Test Framework
lapack 3.0.0 Linear Algebra Package for python
Ldm 6.12.6 Local Data Manager
Logback 112 It brings improvements including faster logging and
allowing users to change the log configuration without
restarting the Java processes
libgfortran 4.1.2 Fortran Library
matplotlib 1.4.3+ Python 2D Plotting Library
Mozilla Rhino 1.6R7 Implementation of JavaScript embedded in Java
NCEP Grib2 Libraries Libraries for decoding & encoding data in GRIB2 format
cnvgrib 1.1.8and 11.9 Fortran GRIB1 <--> GRIB2 conwersion utility
g2clib 1.1.8 “C” grib2 encoder/decoder
02lib 1.1.8and 1.1.9 Fortran grib2 encoder/decoder and search/indexing routines
w3lib l6and 1.7.1 Fortran gribl encoder/decoder and utilities
nose 0.11.1-3 Python unit test extension
Nvidia Graphics 340.76 Graphics Card
NumPy 1.9.2 Numerical Python Scientific package for Python
objectwebasm 2.1 An all-purpose Java bytecode manipulation and analysis
framework. It can be used to modify existing classes or
dynamically generate classes, directly in binary form
Opendap?2 1.0.0 Open-source Project fora Network Data Access Protocol.
The OPeNDAP Data Access Protocol (DAP) is aprotocol
for requesting and transporting data across the web. DAP
2.0 uses HTTP to frame the requests and responses.
Openfire 3.7.1 Collaboration Server — Not used but eventually will replace
Wildfire. Only 3.7 approved
OpenSAML 265 OpenSAML-Java is a low-level library written in Java that
provides support for producing and consuming SAML
messages, creating and evaluating digitally signed and
encrypted content, and working with SAML bindings.
perl 2.19.3-1 Perl DBD
Pil 1.1.6-3 Python Imaging Library
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Component Version Description

Pgadmin 1.18 A database designand management application designed
for use with PostgreSQL. It is written in C++ using the
wxWidgets (http://www.wixwidgets.org) cross-platform
framework to allow it to run on multiple platforms.

pmw 1.3.2-3 A toolkit for building high-level compound widgets in
Python using the Tkinter module

PostGIS 2.0.6 Geographic Object Support for PostgreSQL

PostgreSQL 9.3.10 Database

Proj 46.1 Cartographic Projections library

pupynere 1.0.13-3 Python module for reading and writing NetCDF files

pycairo 1.2.2-3 A 2D graphics library with support for multiple output
devices.

Pydev 341 Python Development Environment

pygtk 2.8.6-3 Usedto easily create programs with a graphical user
interface using the Python programming language

PyTables 212 Python package for managing hierarchical datasets

Python 2.7.10 Dynamic programming language

Python Ixml 3.6.0 Library for processing XML and HTML

Python megawidgets 132 Toolkit for building high-level compound widgets in Python
using the Tkinter module.

Python Pandas 0.18.1 Pandas is a Python package providing fast, flexible, and
expressive data structures designed to make working with
relational data both easy and intuitive

Python PyGreSQL 5.0 Open-source Python module that interfaces to a PostgreSQL
database

pytz 2015.4+

Qpid 0.32 Open Source AMQP (Advanced Message Queuing
Protocol) Messaging

SciPy 0.15.1 Python Library of Scientific Tools.

ScientificPython 2.8-3 Python library for common tasks in scientific computing

shapely 1.2.16-1 A BSD-licensed Python package for manipulation and
analysis of planar geometric objects

sIf4j (Simple Logging 16.1 For Java; serves as a simple facade or abstraction for

Facade) various logging frameworks

smack 221 An Open Source XMPP (Jabber) client library for instant
messaging and presence

stomp.py revision18 Python client library for accessing messaging servers

Spring Framework 4.1.6 Layered Java/J2EE application platform

Subclipse 1.4.8 Eclipse plugin for Subversion support

SWT Add-ons 0.1.1 Add-ons for Eclipse SWT widgets

Symphony OGNL 2.7.3 Object-Graph Navigation Language; an expression
language for getting/setting properties of Java objects

Thrift 0.9.0 Binary Serialization Framework

Tomcat Native 1.1.17 Library for native memory control

TPG 3.1.2-3 Parser generator for Python

utilconcurrent 132 Utility classes

Velocity 150 Templating Engine

Wss4j 1.6.19

werkzeug 3.1.2-3 Python WSGI utility library

Wildfire 311 Collaboration Server
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Component Version Description

Xalan Java 2.7.2 Xalan-Java is an XSLT processor for transforming XML
documents into HTML, text, or other XML document types.
It implements XSL Transformations (XSLT) Version 1.0
and XML Path Language (XPath) Version 1.0 and can be
used from the command line, in an applet or a serviet, or as
a module in other program.

xmltask 1.15.1 Facility for automatically editing XML files as part of an
Ant build
YAISW 11.11 YAJSW is a java centric implementation of the java service

wrapper (JSW).

2.5.3.2 Mobile Code Technologies

NIST SP 800-53, Information Security, Appendix B, providesthe following definitions
regarding mobile code:

e Mobile Code Software: Programs or parts of programs obtained from remote
information systems, transmitted across a network, and executed on a local
information system without explicit installation or execution by the recipient.

e Mobile Code Technologies Software: Technologies that provide the mechanisms for
the production and use of mobile code (e.g., Java, JavaScript, ActiveX, VBScript).

e AWIPS Il mobile code consists of micro engine scripts that are written in Python.
These micro engine scripts execute only within EDEX.

26  AWIPS I and AWIPS II

2.6.1 What’s Changed in AWIPS

AWIPS Il aims to be a blackbox rewrite of AWIPS I. It is written mostly in java, but
python is also extensively used, especially in GFE. AWIPS Il is built upon the following
Open Source projects:

e eclipse: http://www.eclipse.org

e camel: http://camel.apache.org/

e spring: http://www.springsource.org/

e hibernate: http://www.hibernate.org/

e Qpid: http://qpid.apache.org

e Others (postgres, HDF5, logback, thrift).

CAVE, the “Common AWIPS Visualization Environment” for AWIPS I, runs on the
workstations, like D2D, GFE, and HYDRO. CAVE is an RCP application (“RCP” stands
for Eclipse’s “Rich Client Platform”). The RCP is a framework of a core set of
approximately 30 plug-ins, although plug-ins are the smallest unit of RCP functionality.
With plug-ins, code can be loosely coupled; the code is also maintainable and extensible.
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The core plug-ins provide extension points, which applications can use to extend the
functionality of the framework. One such extension point is org.eclipse.ui.perspectives.
In AWIPS I, D2D, GFE, and HYDRO are CAVE perspectives.

CAVE variations include the following:

e Map pans and zooms.

e Localization perspective. A localization perspective exists. It is from the localization
perspective that smartTools and Utilities are edited; they are not edited by right-
clicking in the EA window as it is done in AWIPS 1.

e GFE perspective. There is no GM realignment button in AWIPS 1I. You can realign
the GM by dragging.

The AWIPS 11 serveris EDEX (Environmental Data Exchange). EDEX consists of:
e An Enterprise Service Bus (ESB)

- JVMs (Java Virtual Machines). There are currently four JVMs per server,
clustered across two servers. Spring and Camel form the backbone of the ESB. It
isin this environment that AWIPS Il server code runs.

Spring manages software objects. It creates them (initiates them), and injects
them with initial values using directivesretrieved from xml. This makes for a
loosely coupled, flexible system. The runtime behavior of the system can be
changed by modifying the xml, not the java source code. See
http://static.springsource.org/spring/docs/2.5.x/reference/beans.html

Camel routes messages using the Enterprise Integration Patterns described
at http://www.enterpriseintegrationpatterns.conveaipatterns. html

- A JMS broker — messaging middleware.

AWIPS 1I’s JMS broker is QPID.

QPID is an important part of data ingest. The SBN LDM client, radar, and
LDAD ingest processes all send messages to a broker queue, which is read by
the ESB. Also, MHS (just like LDAD and LDM) writes a message to
/data_store and posts a message to gpid. That is how MHS products get into
AWIPS II.

Once the message is read, the ESB looks in
/awips2/edex/data/utility/common_static/base/distribution to determine which
data plug-in to use to ingest and decode the raw product (yes, EDEX has plug-
ins too, although they are not RCP plug-ins). Each data type has a plug-in
(there are about 50), and each plug-in has a Data Access Object (DAO) or a
set of DAOs that is used to store and retrieve data from the database. The
DAOs interact with postgres’ metadata db and the hdf5 filesystem.

The postgres - metadata database is used in conjunction with the hdf5
filesystem to form the AWIPS Il database, with HYDRO being the notable
exception. HYDRO databases will be left as they are in AWIPS 1.
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Data is stored in the HDF5 filesystem. It is not meant to be accessed directly.
See http://www.hdfgroup.org/HDF5/ .

AWIPS I has a development environment. Called the “AWIPS Development
Environment,” or “the ADE,” it consists of Eclipse's IDE (also an RCP app) and the
software for the entire system, minus the legacy rehosted code. Clients like CAVE can be
run from the ADE, so it is possible to make changes to CAVE code. You can make
changes to EDEX, then compile and deploy with the ADE and run your modified EDEX.

AWIPS 1l continues to use heartbeat software to manage application packages on the
PX1/2 and DX1/2 clusters. Although heartbeat is no longer used on the DX3/4 server
pair, it has been added to the CPSBN1/2 server pair. AWIPS Il clustering strategy and
heartbeat packages are discussed in section 2.8, “AWIPS Il Server Clustering.” Because
AWIPS 1l does not use the heartbeat cluster on DX3/4, any locally defined crons
formerly managed by the dx3apps and dx4apps packages have been moved to another
server,

The Direct Attached Storage (DAS). File system mounts are covered in section 2.11,
“Basic AWIPS Il Data Storage Architecture.”

AWIPS I software performs its own logging. Log locations vary with the different
AWIPS I software components. AWIPS Il logging is covered in section 2.10, “Basic
AWIPS 1l Logging Architecture.”

2.6.2 What’s Not Changed in AWIPS

AWIPS 1l reuses a number of the existing AWIPS 1 applications. These include:

e MHS (Message Handling System)

e Climate software

[ HWR

e NWRWAVES/NWREditor/CRS

e FSI (server path has changed; the GUI has been wrapped)
e LDAD (Local Data Acquisition and Dissemination)

e NWWS (NOAA Weather Wire Service)

e ASYNC Scheduler

e LSR (Local Storm Report)

e FloodEvent Archiver

e HydroGen

e RiverPro

e WFO/RFC Archiver (Weather Forecast Office/River Forecast Center Archiver)

e LAPS/MSAS (Local Analysis and Prediction System/MAPS Surface Assimilation
System)

e Chatserver
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2.7

e LegalArchiver
e Certain Command Line Interfaces (textdb, fxaAnnounce, sendMsgToGuardian).

For the retained AWIPS | software, basic management techniques are unchanged; high-
availability packages and server cron configuration files are still used (the package
filenames start with a2, for example, a2px2apps). Log names and locations are
unchanged.

Basic AWIPS 11 Software Deployment

AWIPS 1l replacesa large portion of the existing AWIPS data ingest, processing, and
storage capabilities, and it consolidates many forecaster applications into a single
visualization tool. The primary AWIPS Il application for data ingest, processing, and
storage is the Environmental Data EXchange (EDEX); the primary AWIPS Il application
for forecaster visualization/data manipulation is the Common AWIPS Visualization
Environment (CAVE).

AWIPS 11 takes a unified approach to data ingest. Most data types follow a standard path
through the system. Variations on this basic data flow include local radar (Open Radar
Product Generator (ORPG) / Supplemental Product Generator (SPG)) products, and
Local Data Acquisition and Dissemination (LDAD) delivered products. AWIPS Il
provides interfaces for communicating with the ORPG/SPG and LDAD servers.

At a high level, data flow describes the path a piece of data follows through the system.
The path starts with the data source and includes storing the raw data, decoding the data,
and storing the decoded data in a form that makes it available for display and/or
manipulation by the forecaster. For more on this process, see Chapters 4 — 7.

AWIPS I supports automated processing using a cron-like capability built into the
EDEX process. EDEX also provides database and Processed Data Storage management;
Raw data storage is managed by the Local Data Manager (LDM) process. Script running
in response to data arrival is also supported within EDEX. These topics are covered in
Chapters 11 and 12 of this manual.

In addition to programs developed specifically for AWIPS, AWIPS Il uses several
commercial off-the-shelf (COTS) and Free or Open Source software (FOSS) products to
assistin its operation. These applications include the Unidata LDM, the Apache web
server, the Queue Processor Interface Daemon (QPID) Apache AMQP Message Broker,
and the Java and Python runtime systems.

At a high level, data flow describes the path taken by a piece of data from its source to its
display by a client system. This basic data flow concept is shown in Exhibit 2.7-1. The
overall AWIPS Il Server Processes and AWIPS Il Servers Overview are shown in
Exhibits 2.7-2 and 2.7-3 respectively.
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Exhibit 2.7-3. AWIPS Il Servers Overview

AWIPS I installs new AWIPS Il-specific software on several of the existing AWIPS
systems, both serversand workstations.

Table 2.7-1 lists the specific AWIPS ll-provided software installed on each system.
Table 2.7-1. AWIPS Il Software

‘ System | Key Software Packages
CPSBN1and CPSBN2 | LDM, DVB, QPID, EDEX Bridge, LDM Writer, IPVS
PX1 and PX2 Rehosted Applications
DX1 and DX2 PostgreSQL Data Base Management System (DBMS), PyPIES (dx2f),
Radar-Coded Message (RCM),
DX3 and DX4 EDEX (ingest, ingestGrib, ingestDat, request)
LX Workstations CAVE, AlertViz, CLI, PSQL, Java, Python
XT Workstations CAVE, AlertViz, CLI, PSQL, Java, Python

On the servers (CPSBN1 and CPSBN2, PX1 and PX2, and DX1-4) AWIPS Il software
isinstalled in /awips2. On the workstations, it is installed in /usr/local/viz.
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2.8 AWIPS Il Server Clustering

AWIPS I server software is generally deployed on pairs of serversin order to maximize
processing availability. Various failover strategies are used, as detailed in Table 2.8-1.

Table 2.8-1. AWIPS Il Server Failover Strategies

‘ Server Pair | Failover Strategy
CPSBN1 and CPSBN1 and CPSBN2 functionas a heartbeat cluster; failover is managed
CPSBN2 automatically or manually. Note that only a single high-availability package is

currently used on this cluster. The package name is a2cplapps. In failover mode,
package execution shifts to the backup server. The a2cplapps package manages the
cplf floating server name. Note that floating names are available only when the
high-availability packages are running; they cannot be used to start or stop the high-
availability packages.

PX1 and PX2 PX1 and PX2 function as a heartbeat cluster; failover is managed automatically or
manually. PX1 and PX2 normally run separate high-availability packages
(a2pxlapps on PX1 and a2px2apps on PX2). In failover mode, they shift to the same
server. Access to PX1 and PX2 is via floating server names: px1f points to the server
running the a2pxlapps package; px2f points to the server running the a2px2apps
package. The floating server names are available only when the high-availability
packages are running; they cannot be used to start or stop the high-availability
packages.

DX1and DX2 | DX1 and DX2 functionas a heartbeat cluster; failover is managed automatically or
manually. DX1 and DX2 normally run separate high-availability packages
(a2dxlapps on DX1 and a2dx2apps on DX2). In failover mode, they shift to the
same server. Access to DX1 and DX2 is via server name alias: dx1f points to the
server running the a2dxlapps package; dx2f points to the server running the
a2dx2apps package. The floating names are available only when the high-availability
packages are running; they cannot be usedto start or stop the high-availability
packages.

DX3 and DX4 | DX3 and DX4 are independent servers, both of which run the EDEX server
software. There is no failover between DX3 and DX4. Both servers are load
balanced and share data processing responsibilities; if one server is stopped, the
other will pick up the entire data processing load. Processing load balancing between
DX3 and DX4 is provided by QPID as data messages are removed from QPI1D
queues and processed by the EDEX instance having available processing capacity.
Client request balancing for DX3 and DX4 is managed by Internet Protocol Virtual
Server (IPVS) (the pulse service). Both QPID and IPVS run on CPSBNL1 and
CPSBN2.

As indicated in Table 2.8-1, server name aliasing is used to direct clients to the
appropriate member of each cluster. “Appropriate member” generally refers to the server
running a specific high-availability package; in the case of DX3 and DX4, however, it
refers to an available EDEX process.

AWIPS 11 serveraliases and their target serversare listed in Table 2.8-2. Note that the
floating names, e.g., dx1f and px1f, are managed by the high-availability packages; as a
result, the floating server names are only available when the packages are running and
cannot be used when starting or stopping the high-availability packages.
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