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Chapter 1 Introduction

The AWIPS System Manager’s Manual (SMM) provides information for use in managing
the Advanced Weather Interactive Processing System (AWIPS) at a site level. System
management includes controlling user access, supporting user functions, and some file
and database maintenance. Each area of responsibility requires knowledge of and the
ability to use AWIPS components.

The operations and maintenance of AWIPS is being performed by Raytheon under U.S.
Department of Commerce, National Oceanic and Atmospheric Administration (NOAA)
Contract DG133W-05-CQ-1067.

If you find errors in the manual, please write to the AWIPS Documentation Team at
nws.hg.awips.doc.team@noaa.gov.
11 Scope

This manual is designed to serve as a guide for the management of Operational AWIPS.

As new AWIPS 11 releases are implemented, the SMM will continue to be updated to
capture additional or changed functionality.

1.2 Intended Audience

This manual is intended for use by AWIPS system managers. Users are assumed to have
a basic understanding of, and some experience using, UNIX, Linux, Postgres, SQL, Java,
and Python.

1.3 Organization of the Manual

The AWIPS System Manager’s Manual provides a detailed description of the system and
its associated environments tailored for AWIPS system managers. It is organized into the
following chapters and appendices:

Chapter 1 Introduction
Chapter 2 AWIPS System Architecture
Chapter 3 Individual User Accounts
Chapter 4 Data Flow Overview
Chapter 5 Ingest of Satellite Imagery
Chapter 6 Ingest of NWSTG Data
Chapter 7 Ingest of Radar Data
Chapter 8 Local Data Acquisition and Dissemination (LDAD) System
Chapter 9 Background Applications
Chapter 10 Asynchronous Product Scheduler
Chapter 11 Crons and Purging
Chapter 12 Database Management
Chapter 13 Event Notification
Chapter 14 Message Handling System
Chapter 15 Localization
AWP.MAN.SMM.A2 1-1

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 1 Introduction

Chapter 16 Customization

Chapter 17 AWIPS System Monitor
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Chapter 32 Broadcast Message Handler

Appendix A Abbreviations and Acronyms

Appendix B Decoding and Storage Data Flow Exhibits

Appendix C Directories for /awips2/edex/data and /data/fxa

Appendix D Glossary

Appendix E Mass Storage Design

Appendix F NWS/AWIPS Security Policy

Appendix G AWIPS Password Management Policy

Appendix H SBN Products for WAN Transmission During an SBN Failure

Appendix | Administrative Tips for Monitoring System Performance

Appendix J WarnGen Templates

Appendix K Reporting Problems to the NCF: Tips on Completing Trouble
Ticket Worksheets and Describing Slow Workstation Performance
and Completing the Trouble Ticket Express form

Appendix L LDAD Configuration Samples and Firewall Architecture

Appendix M Acceptable Formats for Importing Climate Data

Appendix N AWIPS National Datasets

Appendix O NWRWAVES User’s Manual & Documentation

Appendix P Diagnosing System Health

Appendix Q AWIPS Applications and Version Numbers

Appendix R System Architecture Diagrams

Appendix S CAVE Localization Perspective

Appendix T Service Backup

Appendix U AWIPS Il Component Categorization

Appendix V Adding D2D Model Data into GFE

Appendix W WarnGen Urban Boundaries

Appendix X Metar2shef Data Conversion Process Elements, Tokens and Files

Appendix Y Configuring the NetCDF Grid Decoder

Appendix Z What’s New in SMM OB 17.1.1

AWP.MAN.SMM.A2

1-2

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 1

Introduction

Appendix AA
Appendix BB

Appendix CC
Appendix DD

Instructions to Ingest ARI for your Site

National Centers for Environmental Prediction (NCEP)
AWIPS/NAWIPS Migration Documentation
NwsInitsConfig localConfig Overview

AvnFPS Supplemental Instructions (new)

AWP.MAN.SMM.A2

— Hard copies uncontrolled. Verify effective date prior to use. —

1-3



Chapter 2
AWIPS System Architecture



AWIPS System Manager’s Manual: AWIPS Il OB17.1.1

Chapter 2. AWIPS System Architecture

Table of Contents

Page
2.1 AWIPS CommuniCations NEtWOIK.........ccceiiiiiiieiieiesie ettt 1
2.1.1 AWIPS Satellite Broadcast NEtWOIK ..........cccueiiririieriiiiesieicsie e 3
2.1.2 AWIPS WAN ...ttt et et e e s e e e s na e e e sb e e e saeeannns 4
2.1.2.1 Mobile Very Small Aperture Terminal (VSAT) WAN Backup ............... 7
2.1.3 AN e a e raaeanes 7
2.1.4 ROULEIS. ...ttt etttk b ekttt e bt ekt e e b bt e bt e eae e e beeeb e e e beesaneebeeannean 7
0 T O 1 (o U PSSP 13
2.1.6 NESDIS INterface ROULEE ........ciiiiiiiieiieieee e 13
2.2 Site Hardware ArChItECIUME.........oouiiiiiieiee et 13
2.2.1 RACK COMPONENES.....eiieiitieitieie ittt st be b sreeeeenes 14
2.2.1.1 Satellite Broadcast NetwWOrk (SBN) .......cccoooveiieiiieiieie e 20
2.2.1.2  Synchronous COMMUNICALIONS .......ccverveiieiieeiesiese e e e eee e e eee e 22
2.2.1.3  APPHCALION SEIVEN.......iiiiiiiiiteeiese sttt 23
2.2.1.4 Data Servers 23
2.2.1.4.1 Data Server File Systems and Raw Partitions........................... 25
2.2.1.4.1.1 File Systems on the Linux Data Server (DX)...... 26
2.2.1.4.1.2 Raw Partitions for PostgreSQL on the Linux Data
SBIVEI .t 30
2.2.1.4.2 AX File SYSIEIMS.....oiuiiiiiiieiiesicee e 31
2.2.1.5 LDAD HaIrGWAr® .....c.ocieiiiiiieiie ettt 33
2.2.1.5.1 LDAD Server File SYStEmMS.......cccccveviiereiieie e eie e, 36
2.2.1.6 Workstations 37
2.2.1.6.1 RESEIVEA .....uiiiiiiieiieieiee ettt 38
2.2.1.6.2 Linux Workstation File SyStems .........cccccoveviveveiienneie e, 38
2.2.1.7  LINUX PrePIOCESSOI ... ..uiiueiiieeiteeiesteesieeiesteestesseessesstessesseestesssessesssesseessens 40
2.2.1.7.1 Preprocessor Server File Systems ........cccocvvvveveiienieeieseennnan, 43
2.2.1.7.2 Preprocessor Server File Systems ........cccocevveveiieneenesnennen, 44
2.3 NCF TIIME SOUICE ..eueeiieiieieite ettt b bbb bt e bt e e e 46
2.4 PIINEEIS ettt bbb bbb bbbt e e 46
2.5 AWIPS SOTIWAIE.....eiuieiieieieite ettt bbb bbb nns 46
2.5.1 AWIPS Contractor-Developed SOtWAre .........ccccveveiieiviie e 46
2.5.2 Government-Developed SOFtWAre.........ccoveieiieieee e 47
2.5.3 Commercial Off-the-Shelf (COTS) Software and Freeware...........c.cccecvevvervenenne. 47
2.5.3.1 AWIPS II: COTS Software and FreeWAre .........ccocveverierieniieneeneeie s 47
2.5.3.2 Mobile Code TeChnolOgies .........ccevveieiiiiiieie e 52
AWP.MAN.SMM.A2 2-i

— Hard copies uncontrolled. Verify effective date prior to use. —



AWIPS System Manager’s Manual: AWIPS 11 OB17.1.1

2.6 AWIPS 1ANd AWIPS Tl ..ot 52
2.6.1 What’s Changed iNn AWIPS ..o 52

2.6.2 What’s Not Changed in AWIPS ..o 54

2.7  Basic AWIPS 11 Software DeplOYMENt ..........ceieiieiieeie e 55
2.8 AWIPS I1 SErVEr CIUSIEIING ..ocvveveeieiiieiieeie e sieseesteesie e sta e s e ssaeaesnee e eseesneesseaneesnens 59
2.9  Basic AWIPS I1 Communication ArChiteCtUre.........ocuvvririiieieiee e 60
2.10 Basic AWIPS 11 Logging ArChiteCUIE .......c.coveieiieieeie et se e sae e 61
2.11 Basic AWIPS Il Data Storage ArChiteCtUre.........ccoveiveieiie i 62
2.12  Basic AWIPS Il Visualization ArchiteCture ..........cccoooviiiniiieiee e 63
2.13 Basic AWIPS Il Data Processing ArChiteCtUre..........ccovviieiveriesiieseeie e seee e e 64
2.13.1Basic AWIPS Il Data Receipt ArChiteCture .........ccccevvvevveiesieese e 64

2.13.2 Basic AWIPS Il Data Decoding ArchiteCture...........ccocevvevevieesiesie e 65
2.13.3Basic AWIPS Il Data Storage ArchiteCture .........ccccvevvervevesieeie e 66
2.13.3.1 AWIPS 11 RaW Data STOrage......c.ccoveruieriiieiie e eiee e 66

2.13.3.2 AWIPS |1 Processed Data STOrage .........ccceveevereenienieesieniesieseesieeie s 69

2.13.3.3 PyPIES (Python Process Isolated Exchange Storage).......cccceeevevvervenenn 72

2.13.4Basic AWIPS Il Data Retrieval Architecture..........ccooeviviiiieninieceee e 73

2.15 Basic AWIPS |1 Data Purge ArChiteCtUIe.........cccviiiiieiiiie e 74
2.15.1 AWIPS Il Processed Data Storage Purge Architecture..........ccocevveveeiiiinieenienn 74

2.15.2 AWIPS Il Raw Data Storage Purge ArchiteCture ...........ccocceveerenienieencsie e 75

2.16  AWIPS I1 LOCAlIZAtION SOTE .....eoiiiiieieieiieie ettt 76
2.17 EDEX DIStrBDUION FIIES... .ot 77
2.17.1 Editing an EDEX Distribution File .........cccooiiiiiiiieen s 77

List of Exhibits

Exhibit 2-1. AWIPS System Boundaries and SUDSYSTEMS ........cceeveiiveieiiieniece e 2
Exhibit 2.1.1-1. AWIPS Communications NEtWOIK...........cceivueriiieiiieie s ee e sia e 3
Exhibit 2.1.2-1. AWIPS sites interconnected via OPSnet MPLS..........cccoocoviviievieveece e 6
Exhibit 2.1.2.1-1. Block Diagram of VSAT System Setup ata WFO.........ccceevvvevveiesieie e, 8
Exhibit 2.1.4-1. Interconnection of Wide Area Network DeVICES........cccccvvevvereiiieieerie e 9
Exhibit 2.1.4-2. WFO Router Connection DIiagram .........ccccceeiereeiesiieseesie e seesee e e 10
Exhibit 2.1.4-3. IP Router Connection Diagram for NC ... 11
Exhibit 2.1.4-4. RFC Router Connection DIagraM...........ccceeierveresiiesieesieseeseeseeseeseenaesseesnens 12
Exhibit 2.2-1. Stand-Alone WFO Site Hardware ArchiteCture ..........ccccocevcvvieiievesiieseese e, 15
Exhibit 2.2-2. RFC Site Hardware ArchiteCtUre...........ccoviveieiieiieie e 16
Exhibit 2.2-3. LDAD Hardware ArChiteCUIE...........ccviveiiee e 17
Exhibit 2.2-4. AWIPS WFO Network DIiagram ..........ccccvveieiiieirein e seese e sie e 18
Exhibit 2.2.1-1. Standard Stand-Alone WFO/RFC Rack Configuration...........cccccoeeevveieiiennnn, 19
AWP.MAN.SMM.A2 2-ii

— Hard copies uncontrolled. Verify effective date prior to use. —



AWIPS System Manager’s Manual: AWIPS 11 OB17.1.1

Exhibit 2.2.1.6-1. AWIPS WOIKSTAtION ......ooviiiiiiiiiiiieieie e 37
Exhibit 2.2.1.7-1. Linux Preprocessors (PX) ArchiteCture..........ccooovvveieeveiieseese e, 41
Exhibit 2.2.1.7-2. Linux Preprocessor (PX) HardwWare..........c.ccccovevveeieeiesieneesie e 42
Exhibit 2.2.1.7-3. Linux Preprocessor (FX) INterfaces.........covvvverviiieieere e see e, 43
Exhibit 2.7-1. Overall AWIPS 11 Data FIOW.........ccooviiiiiiii e 56
Exhibit 2.7-2. Overall AWIPS 11 SEIVEIS PrOCESSES. .....ccuuiviiiiriiriisiesiieieiesie et 57
EXhibit 2.7-3. AWIPS [1 SEIVErS OVEIVIEW. ......c.ceuviiiiiieiieiie ettt sttt 58
Exhibit 2.9-1. AWIPS |1 Inter-Process COMMUNICATION. ..........cooiiiriiieiiiienese e 61
Exhibit 2.12-1. AWIPS I VISUBIIZATION ......ccoiiiiiiiiieeeee e e 63
Exhibit 2.13.1-1. AWIPS 11 Data RECEIPL.....cceiieieeiieie et 64
Exhibit 2.13.2-1. AWIPS 11 Data DECOUING .......cciveieiiiiiieeciesieese e e e 65
Exhibit 2.13.3.1-1. AWIPS 11 Raw Data StOrage .........cccviverieeiieiiein e seesesie e e se e 67
Exhibit 2.13.3.2-1 AWIPS 11 Processed Data STOrage........cccveververeiieieeriesieseesieseeseesaeseeseeans 70
Exhibit 2.13.3.2-2. CAVE/Processed Data Storage Interaction ...........ccoceevvvevievesiinieeneseennen, 71
Exhibit 2.13.4-1. AWIPS Il Data REtrieVal ........cccviiiiiiiieie e 73
Exhibit 2.14-1. AWIPS Il Message RetranSmiSSION........ccueceiieieeieiiiesieerieseesee e seeseenae e e, 74
Exhibit 2.15.1-1. AWIPS Il Processed Data Storage PUIQE ......ccvevveeerreriesieseesie e 75
Exhibit 2.16-1. CAVE/Localization Store INteraCtion............ccovvvireeieienenene e 76

List of Tables

Table 2.2.1.4-1. Data Server Configurations at AWIPS SIteS .........ccceviriiiiiinenieneenceee e 24
Table 2.2.1.4-2. WFO Archive Server Configuration at AWIPS Sites ........ccocvvvneeiviiniieniene 25
Table 2.2.1.4-3. RFC Archive Server Configuration at AWIPS SIteS........ccccoveviineiiiiin e 25
Table 2.2.1.6-1. Workstation Processor Configurations at AWIPS SitesS........cccoocvviiiiinieenienn 38
Table 2.2.1.7-1. Linux Preprocessor Configurations at AWIPS SIteS.........ccccoeviniienviinieeniennn 42
Table 2.5.3.1-1. COTS Software and Freeware Used in AWIPS 1l .........ccooiiiiiniiiiniieee 48
Table 2.7-1. AWIPS T SOTIWAIE......cceiiieiie et 58
Table 2.8-1. AWIPS Il Server Failover Strategies........coiviviiiereiieiiesie e 59
Table 2.8-2. AWIPS 11 SEIVEI AlIASES.....c.iiiiiieiiiie ittt 60
Table 2.10-1. Log Locations for AWIPS [T COMPONENES ......ceeruerieriiiiirie e 62
Table 2.11-1. AWIPS 11 Data SIOrQQE ....ccoveeieiieeieeiesiiesie ettt sttt sreeneeenes 62
Table 2.13.1-1. AWIPS |1 Interfaces t0 Data SOUICES ........c.coverierieiieiisie e 65
AWP.MAN.SMM.A2 2-iii

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2 AWIPS System Architecture

The design of the AWIPS system architecture is driven by the requirements for
expandability, flexibility, availability, and portability. This system has been designed for
easy expandability to allow for the introduction of new functionality and the
augmentation of network and processing capacities. AWIPS can accommodate the
evolving state of operational forecasting to enable the NWS to meet the objectives of the
modernization effort. AWIPS is designed so that software and data can be migrated to
new platforms as technology evolves.

The AWIPS system architecture illustrated in Exhibit 2-1 gives a macro-level view of the
AWIPS system with the various types of AWIPS sites and the interfaces to external
entities, including the following:

e Network Control Facility (NCF)

e Satellite Broadcast Network (SBN)

e Wide Area Network (WAN)

e Weather Forecast Office (WFO)

e River Forecast Center (RFC)

e National Center (NC)

e NOAAPORT Receive System (NRS)

Information flows into the AWIPS NCF (ANCF) in Silver Spring, Maryland, or the
Backup NCF (BNCF) in Fairmont, West Virginia, from the National Weather Service
Telecommunications Gateway (NWSTG) and the National Environmental Satellite, Data,
and Information Service (NESDIS). These data are sent to all AWIPS and NRS sites via
the SBN.

The WAN provides additional communications infrastructure utilizing TCP/IP point-to-
multipoint (PTM)) communications, which allows AWIPS sites to communicate with
each other. In addition to the data received from the NCF, AWIPS sites have access to
data from local sources, such as the Automated Surface Observing System (ASOS), the
Weather Surveillance Radar-1988 Doppler (WSR-88D) radar, and Terminal Doppler
Weather Radars. [Note: All channels except GOES support automatic retransmission.
GOES does not because the NCF software does not support it.]

2.1 AWIPS Communications Network

The AWIPS Communications Network (ACN) is a nationwide communications system
consisting of an SBN and a WAN.

The SBN provides PTM communications between the NCF and all sites. It is used to
distribute satellite, radar, grid, text, graphic, synoptic, BUFR (Binary Universal Form for
data Representation), and point data to the sites from the National Centers for
Environmental Prediction (NCEP), NESDIS, the NWSTG, AWIPS sites, and other data
sources.
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Chapter 2 AWIPS System Architecture

The WAN provides TCP/IP (PTM) communications between all AWIPS sites. It is used
to send data from one site to any other site. There is also a backup system that consists of
a dial-up modem that the NCF can use to dial into a site.

2.1.1 AWIPS Satellite Broadcast Network

The SBN isa PTM network that distributes weather data from the NCF or the BNCF to receiving
sites throughout the United States (see Exhibit 2.1.1-1). The network consists of the Satellite
Broadcast Processor (SBP); the uplink Master Ground Station (MGS) antenna in Hauppauge,
New York, and the backup MGS (BMGS) antenna at the NASA Independent Verification and
Validation (IV&V) Facility in Fairmont, West Virginia; the SES-1 satellite; the downlink
antenna at the locations receiving data; and the satellite Digital Video Broadcast (DVB) receivers
at the sites. Primary data transmitted are Geostationary Operational Environmental Satellite
(GOES)-EAST and GOES-WEST satellite imagery, model data, observational data, and text
products. [Note: All channels except GOES support automatic retransmission. GOES does not
because the NCF software does not support it.]

Satellite Broadcast Network (SBN)

] —* =
SBN Protoco\
\\ |:a~cp I

Colocated \ Colocated
WFO and RFC ! NWSHQ
and NCF

— ~ - —

| WFO Router RFC NC I NRS |
| L

Wide Area Network (WAN)

Legend

El AWIPS Site-Type Subsystem

Master Ground Station
(primary or backup)

Site Ground Stations

SMM 01/14/11

Exhibit 2.1.1-1. AWIPS Communications Network
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The NCF and the BNCF receive the satellite and model data from NESDIS and the
NCEP, respectively. The data is processed at the NCF or the BNCF, stored on disk, and
sent to the MGS in Hauppauge or the BMGS in Fairmont. The primary MGS is a
commercial satellite communications facility owned by Globecomm Systems, Inc.
(Globecomm or GSI); the BMGS is a Government-owned facility. Both the primary and
the backup MGS transmit the data to a commercial communications satellite (SES-1) that
transmits the data to the sites.

The MGS uses the frequency division multiple access (FDMA) transmission technique.
Four different substreams are required to transmit SBN data. Each site receiving data can
be customized to receive only those streams that are appropriate for its mission. Ninety
percent of the sites need only two of the four data streams. A channel failure does not
result in total loss of all data streams, only the affected channel.

AWIPS WAN

The AWIPS WAN is a terrestrial network designed to support distribution of PTM data
among all AWIPS sites. The WAN gives field sites, NCs, and headquarters sites the
ability to communicate with each other and send data to the central facility for
rebroadcast. The data includes products and messages generated by the local AWIPS
office and observation data generated or received by the local AWIPS office from
systems external to AWIPS. Messages or information intended for transmission from one
AWIPS site to another or directly to the NCF (PTM) will be sent via the WAN. AWIPS
also supports other types of traffic at sites as follows:

e Interactive capabilities

e Request/reply data

e Retransmission requests for lost products

e Errorand fault notification from sites to the NCF
e Remote log-in from site to site

e Distribution of software releases from the NCF
e Remote diagnostic action by the NCF

e Network management.

The WAN provides an infrastructure for field sites to provide backup support for other
sites if an operations failure occurs.

The WAN is also used to synchronize all AWIPS system clocks using the Network Time
Protocol (NTP). The AWIPS time source is located at the NCF/BNCF; it receives and
decodes time from the National Institute of Standards and Technology (NIST) time-
signal broadcast call letters (WWV) external time source and provides that information to
AWIPS. After the NCF/BNCF communication server is synchronized withthe NIST
WWYV, it synchronizes all other local area network (LAN) clocks at the site. The
NCF/BNCF broadcasts the time to all the other AWIPS sites over the WAN. All AWIPS
system clocks are synchronized to within 1 second of the NIST WWV time.
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The circuits provide site interconnection at up to 1.5 Mbps. The WAN’s high availability
is achieved by incorporating real-time network management, supplying capacious
circuits, providing multiple paths between nodes, and implementing backup circuits for
dedicated links.

The types of circuits used in the WAN are as follows:

e GRE tunnels are provided for CONUS AWIPS sites. The terrestrial network uses
OPSnet’s Virtual Private Network. It is based on fast packet technology and aimed at
high-speed, bursty data applications such as LAN connections. OPSnet utilizes Multi-
Protocol Label Switching (MPLS) for the WAN backbone. Each site has access to the
highly scalable meshed cloud using a VRF (Virtual Routing and Forwarding)
connection between the site’s CE router to the provider edge (PE) router. See Section
2.1.4, Routers, which illustarated the any-to-any network; from the WFO to the RFC
and from the RFC to the NCF.

e OPSnet High Availability (HA) VSAT (Very Small Aperture Terminal) backup
services for 63 AWIPS sites. VSAT technology utilizes two-way satellite
communications in the event the HA site loses its terrestrial path to the AWIPS
WAN.

e Switched Data Service (SDS) circuits provide backup for AWIPS sites. Dial backup
circuits are provided at all locations without VSAT backup services. Each non
development site has an FTS2001 SDS circuit connected to a router port for use as a
dial-up backup to the dedicated link. Colocated WFO/RFC sites have four SDS
circuits.

e Monitor and control functions use Switched Voice Service (SVS) circuits for out-of-
band access to the AWIPS terminal server.

e Integrated Services Digital Network (ISDN) circuits provide backup for AWIPS sites
along with the SDS circuit.

Exhibit 2.1.2-1, shows all of the AWIPS sites interconnected via OPSnet MPLS. The AWIPS
WAN topology is an 'Any-to-Any' network architecture that replaced the "Hub-and-Spoke'
design.
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2.1.2.1 Mobile Very Small Aperture Terminal (VSAT) WAN Backup

2.1.3

214

When a site loses its AWIPS WAN connection for what is expected to be an extended
period of time due to some kind of disaster, or when a test of the system is desired, the
NWS will notify Raytheon that the backup system (one or more of the VSAT systems) is
required. At the same time, the NWS will work with the affected region and site to ensure
access to the affected site for the equipment and a Field Site Representative (FSR). The
Raytheon AWIPS Team will immediately deploy a Flyaway Satellite Terminal and an
FSR to the affected site(s). The FSR will set up the terminal and, working with the local
Electronic Systems Analyst (ESA), connect the satellite terminal to the site LAN in place
of the non-functional WAN. Once the terminal becomes operational, the deployed
technician will return home. The AWIPS NCF will monitor the communications link via
existing T1 lines to the Network Operations Center (NOC) of the Long Island
International Teleport (LIIT) at Hauppauge, NY, as it does for the AWIPS WAN. LIIT is
operated by Raytheon AWIPS teammate Globecomm.

The NWS Radar Operations Center (ROC) will be kept in the loop on all VSAT
deployment activities in order to be available for possible backup support.

When the AWIPS WAN has been returned to operational status, the Raytheon AWIPS
Team FSR will return to the site to disconnect and take down the satellite terminal and
return it to its storage location.

Detailed deployment procedures are outlined in AWP.PLN.AWB-01.02, AWIPS VSAT
WAN Backup: Deployment Plan and Concept of Operations, dated May 5, 2011. A block
diagram of the VSAT system setup ata WFO is provided in Exhibit 2.1.2.1-1.

LAN

The AWIPS site LAN comprises industry-standard 100/1000Base-T Ethernet network
technologies to support the distribution of data throughout the AWIPS sites. The LAN
provides concurrent transmission of data at speeds of 1000 Mbps, and a 1 Gbps wire
speed is provided to each Ethernet interface. The LAN is implemented via Cisco 2960
switches for all AWIPS sites.

Routers

Cisco routers are used to pass data from the site LAN to the WAN and to the site LAN
from the WAN. WFO routers are sized to connect to one LAN and employ two Ethernet
connections to the Site CE Router. RFC and NC routers are sized to connect to two
LANS and employ between two Ethernet connections to the Site CE Router. Exhibits
2.1.4-1 through 2.1.4-4 show how the routers interface with the LAN and the WAN.

NOTE: At a colocated site, the RFC provides the routers for both the RFC and the WFO.
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2.1.5 Circuits

The communications processor (CP) circuits provide connectivity between AWIPS and
external systems. Four point-to-point terrestrial NESDIS circuits provide connectivity
between the ESPC and the NCF, and two terrestrial point-to-point circuits provide
connectivity between ESPC and the BNCF. These circuits are external to AWIPS and
outside the ACN.

2.1.6 NESDIS Interface Router

Ten routers provide the AWIPS-NESDIS routing function. Five of these routers are
located at ESPC (Suitland, MD), two at the ANCF, two at the BNCF and one at TNCF.

2.2 Site Hardware Architecture

The AWIPS site hardware architecture has been standardized across all AWIPS site types
(WFOs, RFCs, RHQs and NCs) so that the only differences are in quantity (i.e., number
of workstations and amount of disk space) and, at the NCs, some additional peripheral
items.

Each AWIPS site functions independently with its own hardware. Because the RFC sites
and the colocated WFO system share the WAN routers, the colocated WFO systems do
not have WAN routers.

Each site has a site ground station (SGS) that receivesthe SBN signal. The SGS is
provided and supported by Globecomm, under subcontract to Raytheon. The Pacific
Tsunami Warning Center (PTWC) has the antenna that serves the WFO in Guam and
Honolulu WFO.

The SGS consists of the following:

e Areceive-only antenna that provides the physical interface to the SBN.

e A low-noise-block (LNB) down-converter that converts the C-band satellite signal to
lower L-band frequencies.

e The interfacility link (IFL), which is the cable from the antenna to the DVB
Receivers.

e Redundant DC power supplies that provide power to the LNB.
e DVB receiversthat receive the digital data stream from the SBN and transmit it to the
CPs.

Colocated AWIPS sites take advantage of an IFL splitter to share the SGS antenna feed.
Locations with more than two AWIPS installations also use an IFL splitter with multiple
output ports (up to 8 per splitter).

All AWIPS sites use client/server technology to achieve function reuse, failure recovery,
and functional partitioning. The servers are as follows:
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e WFO Archive Server (WAX). WAX, a Linux-based device is currently only used
for tape backup. It runs the weekly nas backup script because the tape device is
connected to it.

e RFC Archive Server (RAX). RAX, a Linux-based device, provides additional disk
storage capacity for hydrologic data via Postgres database and provides the
processing power and associated software to process this hydrologic data at RFCs.

e Linux Data Servers (DX). The DXs provides site-level decoding, message handling
and data acquisition processing and hosts the DNS, NTP, SNMP, and LDAD
TerminalServer. It also provides site-level data repository and database resources.

e Workstations. The AWIPS workstations are used to access all site-level system
functions; they are also used to process and display textual, graphical, and image data.

e Communications Processors. The CPs provide site-level interface and processing to
external communications.

e Local Data Acquisition and Dissemination (LDAD) server. The LDAD server
provides local data acquisition, data quality control, and dissemination interfaces for
local NWS offices.

e Linux Preprocessors (PX). The PXs provide additional data processing and storage
ability for hydrometeorological applications.

The following exhibits illustrate the site hardware architecture:

e WFO (Exhibit 2.2-1)

e RFC (Exhibit 2.2-2)

e LDAD (Exhibit 2.2-3).

The WFO network diagram (Exhibit 2.2-4) represents the interface between the AWIPS

LAN and the NOAAnet. The diagram illustrates the physical connections between the
AWIPS routers and the NOAAnet routers.

2.2.1 Rack Components

Hardware is usually installed at each site in standard WFO and RFC rack configurations,
as shown in Exhibit 2.2.1-1. There are stand-alone WFO rack configurations and
collocated WFO rack configurations. Collocated WFO racks include all stand-alone
equipment except for routers, which are provided by the colocated RFC.

AWP.MAN.SMM.A2 2-14

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2 AWIPS System Architecture

WFO Subsystem

| |
: Linux WK :
! WFO — 1
| Archive Server I # |
: e :
| Workstations
(up to 14) |
SEM * 1 SBN |
— ! [ 1 :
3‘,\ i OB Recelver | CPSBN1 Color Printer |
! 1 |
i t [ ' |
CWVE Recelver | | — |
1 CPSBN2 |
e Ground Statlon | |
l |
1 DXDAS 1
+ LAN 1
: WAN * | ' DX I
OPSnet | AWIPS |
o | LI | i
| } Switch |
& T Heartheat |
| [um]]m‘“l 1000Mbs LAN LAN |
| — 1
1 |
— 1 Routers PX 1
| NAS |
i o I 1 | I
W DMZ Ls | — = |
CcP = E—
| Switch _E = |
! Panel 1 l ‘ 1
LDAD Terminal 1 |
LDAD Server | — - - |
LAN | ] [ 1
SWITCH
| 1
| 1
| |
| |
| |
=] 1 |
WSR -88D ——
(M&C) = Modem Nest 1 |
— | 1
1 AWIPSI 1
| Terminall
! Server (M&C) !
} |
Legend : Q) :
Interfaces | Soyﬁgg |
= = =— = Site Boundary | 2%%%'9(528 !
Not present in '_ _____________________________________________________
* collocated WFOs SMM_0L/24/14
*% PowerVault is being replaced by DX-DAS. -
(DX-DAS is a requirement for AMPS 1)

Exhibit 2.2-1. Stand-Alone WFO Site Hardware Architecture

AWP.MAN.SMM.A2 2-15

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2 AWIPS System Architecture

RFC Subsystem

| |
! Linux WK !
| |
| RFC ﬁ |
1 Archive Server I 1
| s e |
=
! Workstations !
! (up to 14; !
SN 1 SBN 1
y DVE Receiver ! CPSBN1 Color Printer !
4 | |
é t [ I 1
DVE Recelver 1 I_I 1
She Ground Stafian | CPSBN2 |
[Bhared with collocab=d WFO) | NAS |
1 |
1 GoLAN DXDAS 1
1
N WAN LAN E !
- i re| - [re) - |
OPSnet | L I— AWIPS i |_ !
WAN ] J 0 LAN ] ] |
! — Switch Heartbeat !
! LAN !
| 1 —_— 1000Mbs LAN |
: Routers :
p— 1 (Shared with collocated WFO) PX 1
| NAS 1
LDAD - LDAD 1 1 1
A oz i = Bl
L~} —
1 cpP == 1
| Switch B | 1 |
LDAD Terminal Panel 1 |
| |
LDAD Server | e . |
LAN | I | 1
SWITCH
| 1
1 1
| |
| |
1 1
- | 1
WSR - 88D ——] 1 1
o l— Modem Nest
— 1 |
| AWIPS |
| Terminal
! Server (M&C) |
} 1
1 Q:) 1
1 |
Legend
gen | Systm |
Console
Interfaces | gwgt)sle ’\F;Igrés 1
— — — — Site Boundary |__________(__)__________________________________________|
*% PowerVaullt is being replaced by DX-DAS. SMM _01/24/14
(DX-DAS is arequirement for AWIPS Il)
Exhibit 2.2-2. RFC Site Hardware Architecture
AWP.MAN.SMM.A2 2-16

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2 AWIPS System Architecture

. .. M&C e e e e e e e LDAD Cluster 1 L
Existing AWIPS ' uster ! Existing AWIPS
) —
Components : fS-232 MEC - I Components
I
Dial-Up Connection u : ]
Interactive 1 RS-232 ] :
Menu 1 LDAD 1
User 1| [0Bas=ll LAN Switch —— .
l . :
;=3 |
1 10BaseT [I0BaseT [10BaseT |10BaseT [10BaseT |
Dial-Up Connection u : 1
WSART h !
MicroART ' :
Dial-Up Connection RRS e : RS-282 VIR |
L 1 Switch Panel :
! 1
ASOS ! 1
cmaN ! 1
: DMZ Switch |
- l
! 1
Dial-Up Connection]_| | ARC/Campbell/Sutron/ ! — : 1
E Handar 555 : | Firewsall 1
| T— | y —l '
| 1
1 ) IEs-zaz. AW'PS
Modem Nest ! LDAD Firewall 1 Terminal Server
1 Terminal Server
| (M&C)
! |
1
| 100BaseT | P
[ |
| :
, RS-232 2222 e 7B Switch
| 1
| 10 Dial RS-232 |
e I D A I L) =
R AWIPS LAN
MESONET MESONET
Le 2
gend 2
-—==n Local Site ¥ [ -—
I LDAD Bound
L _a oundary Router MESONET IFLOWS  ALERT
SMM 09/17/14
Exhibit 2.2-3. LDAD Hardware Architecture
AWP.MAN.SMM.A2 2-17

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2

AWIPS System Architecture

OPSnet
A_Mq\i\‘ r
e

OPSnet ¢k rRouter 1

,-—h..—\,- -

OPSnet Hub

Sarial 4.'3

{\M’!’/

WEAT
Equipment

OPSnet

n— OPSnet . (E Router 2 ‘-
¥ LI ; ¥ M =: w: ¢
L H o
FE 3N [ e ] b= LS \
]
1
CatSe
Ethiarmot R4S @
MCF Backup Access o
WED Site o - A WSAT
= ‘% Equipment
g £ .E
BT WIR R 5L
© E AB SWITCH w = %
Jim| —— —
Al |B!
Catse
Erhasmit R145
HIMIC-3 - HAE-3 HWC-2
FEN3A FEV2I0 AWIPS Romtar | FEWAN FELV2'D A Wlp.‘\ Router :|
T ST R TE o BT =Y -
f I [ I - .
|] Cisco 2521 | | Cisco 2521 o
> s HWIC-0
g Seral Sarlal Caba B Serisl Cahle Sarial 1
i 3
- :
( AWIPS LAN (Cisco 2960 Switches - HSW1 & HSW2) )
SWR_E T
Exhibit 2.2-4. AWIPS WFO Network Diagram
AWP.MAN.SMM.A2 2-18

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2

AWIPS System Architecture

— Hard copies uncontrolled. Verify effective date prior to use. —

42 POVER STRP POWER STRFP
41
40 FAN FAN HSW 1 HSW 2 FAN
39 REGION ROUTER [~ CBLMGMT_ _ ] LNB PS L1s
38 ROUTER-1 (WFOSMFC ONLY
o CSU/Dsu il W o
36 ROUTER-2 SGSDIST |« WFOS/MC-RFC ONLY ___LDADDMZ__ |
35 (WFOS/RFC ONLY SGS DIST « RFC & SELECT WFOs i
! __LDAD LSW
33 RFC ONLY SWITCH PANEL 1 P ) R T [ [ S ——
3 | MUX (8) i I . )
k1| v WFQSMFC ONLY Bdlsmseseessaalh | m— ] | e
30 ADTRANS | P-LAN SW ¢ FwW2
29 AOTRANS v | K 0 WFOS/RFC ONLY
28 oo B B ATSCLIENT | o | __sWELF 1 |} |} b
27 e SHELF i ——
26 U E SHELF B [over ]| [Tovea] E } RFC & SELECT WFOs E SHELF E
25 KVM SW SHELF Lto || LTO - RFCONL KVM/P-LAN
24 E E|N PO 0] N|E} E E E|N PO N
B g gw;TEﬂ‘ﬁ?NEL 2 g D POVER STRP 'T- = D g — g g MODEM NEST g D D
g% (WFOSNC-RFC ONLY P PXA1 E PX.2 P P P
20 i : : P : : st : : PACE PTCH PNL 40 ; : :
19 SITES??2?
i N 4u N|E SB-1 T $B-1 E|N N Nz===r2oo—— NI E E
i s i ; How [ o L
16 CSU/DSU jexa rsa, DX1 E DX2
13 VSAT CSU/DSU srromy) T SWITCH PANEL 3
14 CSU/DSU (eraomy) i 1U (FORMED) LS A I N FO—
13 CSU/DSU gexaomy DX3 E DX4
12 = 1U (FORMED) =P1
i i X Ls2
g NAS RP2
8 LS3
7 RP3
. 4U DAS 4U
5 PX3 PX4
4 {(AFCA/RH ONLY {AFCA/RH ONLY
g a POWER STRP POWER STRIP U
1

"SITE RACK" RACK 1 RACK 2 RACK 3 RACK 4 RACK § RACK-6 REP
WFO/RFC WFOIRFC WFOI/RFC WFO/RFC WFO/RFC WFO/RFC RFC ONLY
SMM_09/17/14
Exhibit 2.2.1-1. Standard Stand-Alone WFO/RFC Rack Configuration
AWP.MAN.SMM.A2 2-19



Chapter 2 AWIPS System Architecture

2.2.1.1 Satellite Broadcast Network (SBN)

The Communications Processors for the SBN (Communications Processors - Satellite
Broadcast Network [CPSBN]) accept data from the DVB receivers, separate the
individual products from the data stream, and transfer the products to the Linux data
servers for additional processing.

e DVB Receivers

Each AWIPS site has two DVB receiversthat receive SBN data. Each DVB receiver
receivesall of the SBN data transmitted to the site and each receiver acts as a backup
for the other. The DVB receiversreplaced the demodulators, and the demodulators
have been removed from the AWIPS hardware rack. The DVB receiver output is a
dedicated LAN segment directly connected to the associated CPSBN.

e Satellite Broadcast Processors

At each AWIPS site, there are two CPSBNSs responsible for receiving GOES
products and a combination of NCEP products from the NCF.

NOTE: No site has more than two CPSBNSs unless it has an NRS.

CPSBN1 and CPSBN2 function as a heartbeat cluster; failover is managed
automatically or manually. Note that only a single high-availability package is
currently used on this cluster. The package name is a2cplapps (AWIPS Il only). In
failover mode, package execution shifts to the backup server. LDM is controlled by
the a2cplapps package.

The a2cplapps package manages the cplf floating server name. Note that floating
names are available only when the high-availability packages are running; they
cannot be used to start or stop the high-availability packages.

Each CPSBN is an HP DL380 G6 server with a dual 2.26 GHz E5520 processor, 6
GB of RAM, and 4 Ethernet LAN ports. The CPSBN memory will be upgraded to 12
GB with DX1/2 upgrade.

IP Virtual Server isinstalled on the CPSBNs. IPVS acts as a load balancer at the front
of the DX3/DX4 EDEX cluster real servers; it directs requests from the workstations
for TCP/UDP-based servicesto the real servers, and makes services of the real
servers appear to the workstations as a virtual service on a single IP address. IPVS is
aliased as ec. Clients such as CAVE (Common AWIPS Visualization Environment)
connect to the EDEX server via the ec alias; this provides for continuation of service
in the event of system failover.

Queue Processor Interface Daemon (QPID) isa JVM (Java Virtual Machine) message
broker configured to run on the CPSBN machines. It is responsible for keeping a
queue of messages sent by ingest processesalerting an EDEX cluster of new or
available data. Each EDEX process in an EDEX cluster is responsible for retrieving
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the next product inthe queue, deleting that product from the queue, and acting upon
the data product based on the information inside the JVM message. In this respect, it
works on a first-come-first-serve basis. So the EDEX process that has the most
system resources available and is processing most quickly will, in theory, get to more
products before the others. A monitoring script has been added and a cron has been
set up in a2cplcron, which will collect gpid stats and keep a week’s worth of data in
/data/fxa/gpid.

The major file systems on the CPSBNSs are:

root (/), /tmp, /usr, /var. Linux mandates that these file systems exist. They are
maintained as separate logical volumes to reduce the risk of any of these file systems
filling up and affecting system operations. All of the file systems are ext3. The /tmp
file system will be re-created with each boot sequence and performs no journaling.

/boot. This file system is used to store the Linux kernel and boot-up instructions.
/dev/shm. This is the designated shared memory.
/home. This file system contains the entire user working areas.

/awips. This file system is used to store baselined software and any associated log or
configuration files. It may contain binary applications, scripts, logs, or data as
required to support operations.

/data. This file system is used to store the data received over the SBN and also the
acquisition and SBN process logs. Subdirectories will further isolate application- or
product-specific logs.

/awips2. This file system is used to store baselined AWIPS Il software.

/data/fxa. This file system stores AWIPS data products that are not maintained within
the RDBMS. This would include the LDAD data.

/data_store. Folders are usually laid out exactly like the sbn folders on the EDEX
server, with each plug-in having a folder on the data store. However, some of them do
not follow the same convention; for example, data sent to the 'metar’ endpoint will be
found inthe /data_store/text folder. See Chapter 6 for more details on other data
types. Additionally, if new format ingest is being worked, you will find new data
types not yet found on the development or integration systems. Those files will be
located in /data_store/experimental.

[root@cpsbn2-bcq ~]# df —H

The following example illustrates CPSBN mount points for the WFOs.

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vgo0-1vol0l 1.1G 544M 420M 57% /
tmpfs 176G 4.1k 17G 1% /dev/shm

/dev/mapper/vg00-Ivol_awips  512M 248M 237M 52% /awips
/dev/mapper/vgo0-Ivol_awips2 5.1G 1.9G 3.0G 40% Zawips2
/dev/sdal 199M 38M 152M 20% /boot
/dev/mapper/vgo0-1vol_data 87G 3.4G 79G 5% /data
/dev/mapper/vgo0-1vol _home 2562M 3.5M 235M 2% /home
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/dev/mapper/vg00-1vol_tmp 512M 5.6M 480M 2% /tmp
/dev/mapper/vg00-1vol_usr 16G 6.3G 8.3G 44% /usr
/dev/mapper/vg00-Ivol_var 3.1G 640M 2.3G 23% /var
nasl:/dataFXA 537G 355G 183G 66% /data/fxa
nasl:/awips2REPO 43G 146 30G 32% /data/fxaZINST
nasl:/aiidata 537G 61G 477G 12% /awips2/edex/d
nas2:/dataSTORE 2.2T 1.1T 1.2T 47% /data_store
nas2:/awips2ARCHIVE 3.3T 850G 2.5T 26% /Zarchive
nasl:/qpid 116 1.6G 9.2G 15% /awips2/qpid/e

[root@cpsbnl-tbdr ~]# df —H

The following example illustrates CPSBN mount points for the RFCs.

Filesystem Size Used Avail Use% Mounted on
Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg01l-1vol0l 1.1G 616M 348M 64% /

tmpfs 6.36 4.1k 6.3G 1% /dev/shm

/dev/mapper/vg0l-1lvol_awips 512M 142M 344M 30% /awips
/dev/mapper/vg0l-Ivol _awips2 5.1G 3.4G 1.5G 70% Zawips2

/dev/sda3 199M 66M 123M 35% /boot
/dev/mapper/vg0l-1vol _home 252M 2.8M 236M 2% /home
/dev/mapper/vg0l-1vol_tmp 512M 5.0M 480M 2% /tmp
/dev/mapper/vg0l-1vol_usr 16G 6.6G 8.1G 45% /usr
/dev/mapper/vg0l-1vol_var 3.1G 910M 2.0G 32% /var
/dev/mapper/vg00-1vol_data 87G 7.1G 76G 9% /data
nasl:/dataFXxA 537G 378G 160G 71% /data/fxa
nasl:/aiidata 537G 264G 274G 50% /awips2/edex/data
nasl:/dataSTORE 537G 170G 368G 32% /data store
nasl:/awips2REPO 436G 7.2G  36G 17%

/data/fxa/INSTALL/awips?2
nasl:/qpid 116 331M 116G 4%

/awips2/gpid/edexMessageStor

2.2.1.2 Synchronous Communications

Switch Panel

The switch panel provides redundant, remotely controllable communications
interfaces for the PX asynchronous multiplexers (mux). Specifically, the switch panel
switches incoming and outgoing signals from the primary to the spare PX mux or
ports when directed. The switch panel is controlled locally by the AWIPS Terminal
Server and remotely from the NCF through the AWIPS Terminal Server. The switch
panel provides a passive patch capability for each communications line. This allows
communications problems to be monitored and diagnosed without disconnecting any
communications equipment.

The VIR switches provide the ability to switch between primary and backup
equipment. The switches may be operated remotely (by the NCF) or manually at the
site (by the system managers). There are redundant connections and pathways to all
AWIPS hardware except between the antenna and the DVB receivers (there is only
one IFL).
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Modem Nest

AWIPS accommodates a variety of site-specific communications requirements
through a high-reliability rack-mounted Modem Nest with redundant power supplies.
The Modem Nest supports up to 16 single modem cards. Every site has either a 10-
modem-card modem nest or a 16-modem-card modem nest.

2.2.1.3 Application Server

Application servers have been decommissioned at all sites except the NCF.

2.2.1.4 Data Servers

The data server systems support the functions for processing, archiving, and retrieval.
The processing and storage functions receive and store data that were acquired and
distributed via the multiple CPs and service data requests to all workstations. The
archiving functions provide general capabilities for retrieving site archive data, storing
data in the site archive (both automatic and requested storage), and retrieving data from
the site archive. The data server hardware components are the DX (1-4) servers, the
archive servers (WAX and RAX), and the network attached storage (NAS).

Data Server Processors

Four Linux-based DX servers (two primary and two secondary) are deployed at every
AWIPS site. The DXs provide the centralized computing and centralized database
functions. They support the processing required to store and process many types of
data and products that are acquired, derived, or manually entered. They also store
software, map backgrounds, and site-specific data.

The PostgreSQL object-relational database management system is supported by
Network Appliance (NetApp) FAS2020C rack-mounted mass storage. These devices
are direct-connected to DL380G6 Linux Data Servers (DX1 and DX2). Refer to
Appendix E, Mass Storage Design, for a description of the disk allocations.

DX1 and DX2 function as a heartbeat cluster; failover is managed automatically or
manually. Note that both DX1 and DX2 normally run separate high-availability
packages: a2dxlapps on DX1 and a2dx2apps on DX2. In failover mode, both
packages shift to the same server. Access to DX1 and DX2 is via server name alias:
dx1f points to the server running the a2dxlapps package; dx2f points to the server
running the a2dx2apps package. Note that the floating names are available only when
the high-availability packages are running; they cannot be used to start or stop the
high-availability packages.

DX3 and DX4 are independent servers, both of which run the EDEX server software.
There is no failover between DX3 and DX4. Both servers are load balanced and share
data processing responsibilities; if one server is stopped, the other will pick up the
entire data processing load. Processing load balancing between DX3 and DX4 is
provided by QPID as data messages are removed from QPID queues and processed
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by the EDEX instance having available processing capacity. Client request balancing
for DX3 and DX4 is managed by Internet Protocol Virtual Server (IPVS) (the pulse
service). Both QPID and IPVS run on CPSBN1 and CPSBN2.

Additional information on IPVS, including monitoring tools, is provided in Chapter
25, AWIPS II/EDEX Administration Guide. The DX configurations are summarized
in Table 2.2.1.4-1. Each Linux DX is connected to the Gigabit LAN.

Table 2.2.1.4-1. Data Server Configurations at AWIPS Sites

Processor CACHE Internal Storage
HP DL380 G6 All Sites (DX 2x2.26 GHz Xeon 12GB 1MB L2 2x146 GB
server) CPU cache
HP DL380 G8 (FY Quad Core
15)
Dell PowerEdge All AWIPS Sites | Dual Quad Core2.33 |8 GB 6 MB 2X 146 GB
2950 GHz SDRAM

e River Ensemble Processors (REP)

The River Ensemble Processor (REP) suite, part of the NWS” Advanced Hydrologic
Prediction Service (AHPS) program, was designed as a high-performance “blank
slate” on which the River Forecast Centers can load new or site-modified applications
in an environment that is very similar to AWIPS. It includes an availability
infrastructure that allows failing-over of processesand crons if desired. This hardware
hosts “baseline” Office of Hydrology (OH) applications implemented via AWIPS or
AHPS, as appropriate. The REP providesthe RFCs with a platform that was designed
for easy expansion based on mission requirements. The REP suite is a self-contained
unit that includes a rack, three commodity servers. The REP was preconfigured,
including IP addresses, to facilitate installation and allow the RFCs to take advantage
of the additional processing power as soon as desired. The three Linux Operating
System commodity servers have a file system structure that is consistent with current
operations.

The REP NAS provides storage at the RFCs for the hydrologic data for the prediction
models run on the REP processors.The RFC NAS Sun STK5320 has been replaced
with the NetApp filer also known as NetApp's network attached storage (NAS)
device, or NetApp FAS2240-4. The REP shares are all hosted by the nas2 controller,
whereas the default AWIPS shares are hosted by controller nasl. Both NAS1 and
NAS2 are contained within the same chassis. There is no extra controller node in the
RP rack after the replacement.

e WFO Archive Server

The WFO AX (WAX) (DS1E) is a Linux-based device, currently used only for tape
backup. It runs the weekly nas backup script because the tape device is connected to
it.

The WAX configurations are summarized in Table 2.2.1.4-2.
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Table 2.2.1.4-2. WFO Archive Server Configuration at AWIPS Sites

Processor | RAM | CACHE | Internal Storage
HP ML350 Stand-alone WFOs and | 1X Dual Core 1GB 512KB |3X 146 GB
Collocated WFOs 2.66 GHz CPU

An RS-232-C interface connects the WAX processor console port to the site
CP/monitor and control interface for monitor control.

e RFC Archive Server

The RFC AX (RAX) (DS1E) is a Linux-based device dedicated to providing
additional disk storage capacity and processing power for hydrologic data. The server
hosts Postgres and has the processing power and associated software to process large
collections of hydrologic data. It is not a redundant server; however, it does have an
SCSI RAID Level 5 storage array. It also has a DVD/CDR, and data can be selected
and moved to more permanent storage or written to a CD or DVD.

The RAX configurations are summarized in Table 2.2.1.4-3.

Table 2.2.1.4-3. RFC Archive Server Configuration at AWIPS Sites

Processor | RAM | CACHE | Internal Storage
HP ML350 RFCs 1X Dual Core 4GB 512KB |6X146GB
2.66 GHz CPU

An RS-232-C interface connects the RAX processor console port to the site
CP/monitor and control interface for monitor control.

e Network Attached Storage

The NAS (DS1F) NetApp filer also known as NetApp's network attached storage
(NAS) device provides storage at AWIPS sites and at the RFCs, storage for REP
hydrologic data as well.

e Archive Storage

A portable 1 TB Hard Disk Drive (HDD) with eSATA interface to the Archive Server
has been added to the Archive Storage system, a prerequisite for AWIPS II. The DX
and REP Tape Drive’s FibreBridge connection has been removed; the tape drive is
now directly connected to the Archive Server viathe LVD SCSI interface.

2.2.1.4.1 Data Server File Systems and Raw Partitions

The DX file systems support the following:

e Operating system
e COTS applications
e Developed applications.
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2.2.1.4.1.1 File Systems on the Linux Data Server (DX)

The major file systems on the Linux-OS DXs are:

e root (/),/tmp, /usr, /var. Linux mandates that these file systems exist.

e /boot. This file system contains the Linux kernel and boot-up instructions.
e /dev/shm. This file system is the Linux shared memory.

e /awips/fxa. This file system stores baselined Forecast Systems Laboratory (FSL)-
developed (presently Earth System Research Laboratory/Global Systems Division
(ESRL/GSD)) WFO-Advanced software and any associated log or configuration files.
It may contain binary applications, scripts, logs, or data that are required to support
operations.

e /awips/ifps. This file system is for baselined IFPS software and data.
e /awips/ldad. This file system contains scripts and data for LDAD server.

e /awips/ops. This file system stores baselined contractor-developed software and any
associated log or configuration files. It may contain binary applications, scripts, logs,
or data as required to support the operations.

e /data/logs. This file system contains the operational logs for software executing on
the platform. Subdirectories will further isolate application- or product-specific logs.

e /awips2. This file system is used to store base-lined AWIPS Il software.
e /awips2/data. Contains database files (only on DX1/2)

o /awips2/edex/data/hdf5. On DX1/2: contains the HDF5 component of the data store.
On DX3/4, LX, and XT workstations: contains shared static data and hydro apps.

The following directory is mounted on the DXs from the NAS:

e /data_store. Folders are usually laid out exactly like the SBN folders on the EDEX
server with each plug-in having a folder on the data store. But some of them do not
follow the same convention, for e.g., data sent to the 'metar' endpoint will be found in
the /data_store/text folder. See Chapter 6 for more details on other data types.
Additionally, if new format ingest is being worked, you will also find new data types
not yet found on the development or integration systems. Those files will be located
in /data_store/experimental.

The following directories are also mounted on the DX:

e /awips/dev. This file system contains the source code and libraries required for local
software development at field sites. The /awips/dev file system is NFS-exported to
support development from the workstations.

e /awips/adapt. This file system contains the AWIPS Decision Assistance Production
Preparation Tools (ADAPPT) software for the most recent software installation at
WEFO sites. This includes the Hourly Weather Roundup (HWR), Climate, the
Interactive Forecast Preparation System (IFPS), the Local AWIPS Model Output
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Statistics (MOS) Program (LAMP), and Pre-LAMP software. This file system may
contain binary applications, scripts, logs, or data.

/awips/GFESuite. This file system contains the GFESuite software. This file system
may contain binary applications, scripts, logs, or data.

/awips/hydroapps. This file system contains the NWS WFO Hydrologic Forecast
System (HFS) and NWS River Forecast System (NWSRFS) baseline software for the
most recent software installation.

/awips/ops. This file system stores baselined contractor-developed software and any
associated log or configuration files. It may contain binary applications, scripts, logs,
or data as required to support the operations.

lawips/rep. This file system (RFCs only) is mounted from the secondary NAS(NS1)
and is used for REP.

/data/fxa. This file system stores AWIPS data products that are not maintained within
the RDBMS. This would include the LDAD data.

/data/GFE. This file system (WFOs only) stores the GFESuite data products.
Jawips/db. This file system stores database software.

/data/local. This file system contains locally acquired or site-specific data and is the
file system that sites should use to store locally developed software. Each site
specifies what is included in this file system, so it may contain binary applications,
scripts, logs, or data.

/data/x400. This directory contains the Message Handling System (MHS) files.

/data/adapt. This file system (WFOs only) contains the IFPS, GFESuite, and LAMP
data, including GIF and text file products, topographic maps, shapefiles, IFPS
database grids and maps, and GFESuite databases, products, and topographic maps at
WFO sites.

/home. This file system contains all the user working areas.

/DS _shared. This directory contains the GNU compiler collection, an obsolete logs
directory, an MHS directory that is still in use and an obsolete HP service Guard
Directory.

/awips2. This file system is used to store baselined AWIPS 1l software.
/awips/storage. A location for the storage of miscellaneous AWIPS related files.

/awips2/GFESuite. Contains scripts and data relating to inter site coordination (ISC)
and service backup.

lawips2/edex/data/utility. Contains localization store and EDEX configuration files.

An example of mount points for a dx3/4 at the WFOs follows.

[root@dx3-tbdw ~]# df -H

Filesystem Size Used Avail Use% Mounted on
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/dev/mapper/vg00-1vol_root
tmpfs
/dev/mapper/vg00-Ivol_fxa
/dev/mapper/vgo0-Ivol_ifps
/dev/mapper/vg00-1vol_lIdad
/dev/mapper/vg00-1vol_ops
/dev/mapper/vgo0-1vol_awips2
/dev/sdal
/dev/mapper/vgo0-1vol_logs
/dev/mapper/vg00-1vol_tmp
/dev/mapper/vg00-1vol_usr
/dev/mapper/vg00-1vol_var
nasl:/awipsADAPT
nasl:/awipsDEV
nasl:/awipsGFESuit
nasl:/awipsHYDRO
nasl:/datal OCAL
nasl:/datax400
nasl:/DSshared
nasl:/dataADAPT
nasl:/dataGFE
nasl:/awipsHOME
nasl:/dataFXxA
nasl:/aiidata
nasl:/localapps
nas2:/dataSTORE
nas2:/awips2ARCHIVE
nasl:/awips2REPO
/data/fxa/ INSTALL/awips2
nasl:/GFESuite2

1.1G

17G
5.3G
1.4G
1.1G
276M

41G
500M
2.1G
1.1G

11G
3.1G
1.1G
4.3G
108G
108G
162G
630M
1.1G
3.3G

21M
119G
537G
537G

54G
2.2T
3.3T

43G

11G

680M
0
1.1G
49M
127m
126M
18G
39M
4 .6M
2.5M
8.1G
596M
730M
132k
19G
866M
556G
228M
410M
0

0
83G
355G
61G
107M
1.17
850G
14G

2.1G

361M

17G
4.0G
1.2G
837M
137M

21G
436M
2.0G
961M
1.7G
2.3G
345M
4.3G

89G
107G
107G
402M
664M
3.3G

21M

37G
183G
477G

54G
1.2T
2.5T

306G

8.7G

66%
0%
22%
4%
14%
48%
47%
9%
1%
1%
84%
21%
68%
1%
18%
1%
34%
37%
39%
0%
0%
70%
66%
12%
1%
47%
26%
32%

20%

An example of mount points for a dx3/4 at the RFCs follows.

[root@dx3-thdr ~]# df —-H

Filesystem
/dev/mapper/vgo0-1vol_root
tmpfs
/dev/mapper/vg00-1vol_fxa
/dev/mapper/vgo0-1vol_ifps
/dev/mapper/vgo0-1vol_ldad
/dev/mapper/vg00-1vol_ops
/dev/mapper/vgo0-1vol_awips2
/dev/sdal
/dev/mapper/vg00-1vol_logs
/dev/mapper/vg00-1vol_tmp
/dev/mapper/vg00-1vol_usr
/dev/mapper/vg00-1vol_var
nasl:/awipsADAPT
nasl:/awipsDEV
nasl:/awipsGFESuit
nasl:/awipsHYDRO
nasl:/datal OCAL
nasl:/datax400
nasl:/DSshared
nasl:/dataADAPT
nasl:/dataGFE
nasl:/awipsHOME

Size
1.1G

17G
5.3G
1.4G
1.1G
276M

41G
500M
2.1G
1.1G

11G
3.1G
1.1G
4.3G
108G
108G
162G
630M
1.1G
3.3G

21M
119G

Used
680M

1.1G

49M
127m
126M

18G

39M
4.6M
2_.5M
8.1G
596M
730M
132k

19G
866M

55G
228M
410M

83G

Avail Use%

361M

17G
4.0G
1.2G
837M
137M

21G
436M
2.0G
961M
1.7G
2.3G
345M
4.3G

89G
107G
107G
402M
664M
3.3G

21M

37G

66%
0%
22%
4%
14%
48%
47%
9%
1%
1%
84%
21%
68%
1%
18%
1%
34%
37%
39%
0%
0%
70%

/

/dev/shm
/awips/fxa
Jawips/ifps
/awips/ldad
/awips/ops
/awips2

/boot
/data/logs

/tmp

/usr

/var
/awips/adapt
/awips/dev
/awips/GFESuite
/awips/hydroapps
/data/local
/data/x400
/DS_shared
/data/adapt
/data/GFE

/home
/data/fxa
/awips2/edex/data
/localapps
/data_store
/archive

/awips2/GFESuite

Mounted on

/

/dev/shm
/awips/fxa
Jawips/ifps
/awips/Ildad
/awips/ops
/awips2
/boot
/data/logs
/tmp

/usr

/var
/awips/adapt
/awips/dev
/awips/GFESuite
/awips/hydroapps
/data/local
/data/x400
/DS_shared
/data/adapt
/data/GFE
/home
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nasl:/dataFXxA 537G 355G 183G 66% /data/fxa
nasl:/aiidata 537G 61G 477G 12% /awips2/edex/data
nasl:/localapps 54G  107M 54G 1% /localapps
nas2:/dataSTORE 2.2T 1.1T 1.2T 47% /data_store
nas2:/awips2ARCHIVE 3.3T 850G 2.5T 26% Zarchive
nasl:/awips2REPO 43G 146 30G 32%
/data/fxa/INSTALL/awips2

nasl:/GFESuite2 116 2.1G 8.7G 20% Zawips2/GFESuite

[root@dx1-bcq ~]# df -H

An i1llustration of the mount points for a WFO DX1/2 follows.

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg0l-1vol0l 1.1G 830M 134M 87% /

tmpfs 17G 0 176G 0% /dev/shm
/dev/mapper/vgol-1vol_fxa 5.1G 1.6G 3.2G 34% Zawips/fxa
/dev/mapper/vg0l-1vol_ifps 1.4G  49M 1.2G 4% /awips/ifps
/dev/mapper/vg0l-1vol_ldad 1.1G 67M 897M 7% /Zawips/ldad
/dev/mapper/vg0l-1vol_ops 297M  244M 37M  87% /awips/ops
/dev/mapper/vgol-1vol_awips2 346G 2.56 30G 8% Zawips2
/dev/sde3 98M  75M 18M 81% /boot
/dev/mapper/vg0l-1vol_logs 116 25M 9.9G 1% /data/logs
/dev/mapper/vg0l-1vol_tmp 1.1G 36M 928M 4% /tmp
/dev/mapper/vg0l-1vol_usr 116 8.4G 1.4G 87% /usr
/dev/mapper/vg0l-1vol_var 3.6G 2.8G 582M 83% /var
nasl:/awipsADAPT 1.1G 733M 342M 69% /Zawips/adapt
nasl:/awipsDEV 4.3G 132k 4.3G 1% /awips/dev
nasl:/awipsGFESuit 108G 19G 89G 18% /awips/GFESuite
nasl:/awipsHYDRO 108G 902M 107G 1% /Zawips/hydroapps
nasl:/datal OCAL 162G 56G 106G 35% /dataslocal
nasl:/datax400 630M 228M 402M 37% /data/x400
nasl:/DSshared 1.1G 410M 664M 39% /DS _shared
nasl:/dataADAPT 3.3G 0 3.36G 0% /data/adapt
nasl:/dataGFE 21M 0O 2IM 0% /data/GFE
nasl:/awipsHOME 1196 88G 32G 74% /home
nasl:/dataFXxA 537G 462G 76G 86% /data/fxa
nasl:/aiidata/utility 537G 677G 471G 13%
/awips2/edex/data/utility

nasl:/GFESuite2 116 3.6G 7.2G 34% /awips2/GFESuite
nasl:/localapps 54G 426M 54G 1% /localapps
nas2:/dataSTORE 2.2T 188G 2.1T 9% /data_store
nas2:/awips2ARCHIVE 3.3T 186 3.3T 1% Zarchive
nasl:/awips2REPO 436G 35G 8.9G 80%

/data/fxa/ INSTALL/awips2

nasl:/storage 537G 264G 274G 50% /awips/storage
nasl:/awipscm 269G 104G 166G 39% Zawipscm

/dev/mapper/vg_aiidb-awipsiidb 159G 18G 134G 12% /awips2/data

An illustration of the mount points for a RFC DX1/2 follows.
[root@dx2-tbdr ~]# df —-H

Filesystem Size Used Avail Use% Mounted on

/dev/mapper/vg01-1vol01 1.16 744M 220M 78% /

tmpfs 17G 0 176G 0% /dev/shm
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/dev/mapper/vg0l-Ivol_fxa 5.1G
/dev/mapper/vgol-1vol_ifps 1.4G
/dev/mapper/vg0l-1vol_ldad 1.1G
/dev/mapper/vg01-1vol_ops 297M
/dev/mapper/vg0l-Ivol_awips2 34G
/dev/sde3 98M
/dev/mapper/vg0l-1vol_logs 116G
/dev/mapper/vg0l-1vol_tmp 1.1G
/dev/mapper/vg01-1vol_usr 116G
/dev/mapper/vg0l-1vol_var 3.66G
nasl:/awipsADAPT 1.1G
nasl:/awipsDEV 4_.3G
nasl:/awipsGFESuit 108G
nasl:/awipsHYDRO 108G
nasl:/datal OCAL 162G
nasl:/datax400 630M
nasl:/DSshared 1.1G
nasl:/dataADAPT 3.36G
nasl:/dataGFE 21M
nasl:/awipsHOME 119G
nasl:/dataFXxA 537G
nasl:/aiidata/utility 537G
/awips2/edex/data/utility
nasl:/localapps 546G
nas2:/dataSTORE 2.2T
nas2:/awips2ARCHIVE 3.3T
nasl:/awips2REPO 43G
/data/fxa/ INSTALL/awips2
nasl:/storage 537G
nasl:/awipscm 269G

/dev/mapper/vg_aiidb-awipsiidb 159G
nasl:/GFESuite2

1.6G
49M
67M
147m
2.6G
63M
25M
32M
8.0G
2.1G
730M
132k
19G
866M
556G
228M
410M

83G
355G
61G

107M
1.17
850G

14G

475G
55G
14G

3.2G
1.2G
897M
134M

30G

30M
9.9G
932M
1.7G
1.3G
345M
4.3G

89G
107G
107G
402M
664M
3.3G

21M

37G
183G
477G

54G
1.2T
2.5T
30G

636G
215G
137G

34%
4%
7%

53%
8%

69%
1%
4%

83%

63%

68%
1%

18%
1%

34%

37%

39%
0%
0%

70%

66%

12%

1%
47%
26%
32%

89%
21%
10%

2.2.1.4.1.2 Raw Partitions for PostgreSQL on the Linux Data Server

/awips/fxa
Jawips/ifps
/awips/ldad
/awips/ops
/awips2
/boot
/data/logs
/tmp

/usr

/var
/awips/adapt
/awips/dev
/awips/GFESuite
/awips/hydroapps
/data/local
/data/x400
/DS_shared
/data/adapt
/data/GFE
/home
/data/fxa

/localapps
/data_store
/archive

/awips/storage
/awipscm
/awips2/data

The raw partition for PostgreSQL on the DX is mounted to the dx1f device from the

FAS2020 Direct Attached Storage Device.

The following is an example of the PostgreSQL mount point on the dx1f.

[root@dx1- ~]# df -H /awips2/data

Filesystem Size

/dev/mapper/vg_aiidb-awipsiidb 159G

Used

42G

[root@dx2-tbdr ~]# df -H /awips2/data

Avail Use% Mounted on

110G 28%

/awips2/data

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg_aiidb-awipsiidb 159G 27G 124G 18% /awips2/data
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2.2.1.4.2 AX File Systems

The AX file systems support the following:

e Operating system

e COTS applications

e Developed applications
e Archived Data.

The major file systems on the AX for WFO and RFC are as follows:
e root(/),/tmp, /usr, /var. Linux mandates that these file systems exist.
e /boot. This file system contains the Linux kernel and boot-up instructions.

e /awips/archiver. This file system stores the archiver data. It contains scripts, logs,
configuration files, and documentation.

e /local. This file system contains scripts and logs related to the installation of AWIPS
software.

e /data. This file system contains the archiver (5-day rollover and compressed) and
local radar data.

e /dev/shm. This file system is the Linux shared memory input queue.

e /awips/ops. This file system stores baselined software and any associated log or
configuration files. It may contain binary applications, scripts, logs, or data as
required to support operations.

e /awips/fxa. This file system stores baselined FSL-developed (presently ESRL/GSD)
WFO-Advanced software and any associated log or configuration files. It may
contain binary applications, scripts, logs, or data, as required to support operations.

e RFC Mount Points

- [rfc_arc. This file system is at RFCs only and may contain binary applications,
scripts, logs or data for RFC hydrological operations.

- /rfc_arc_data. This file system is at RFCs only and contains flat files of archived
hydrological data and products for RFC hydrological operations.

e NFS Mount Points

- The following directory is mounted by the AX server from the NAS in support of
AWIPS functions.
= /data_store

- The following directories are mounted by the AX server from the NAS in support
of AWIPS functions.
= /data/fxa
= /data/local
= /home
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e RFCs only

- Jawips/rep
- /awips/hydroapps
- /home

Refer to Chapter 24, Data Archive Server, for additional information.
An example of mount points for a WFO AX follows.

[root@ax-thdw ~]# df -H

/dev/mapper/vg0l-1vol0l 1.1G 565M 406M 59% /

tmpfs 522M 0 522M 0% /dev/shm
/dev/mapper/vg01-Ivol_archiver 1.1G 22M 950M 3% Zawips/archiver
/dev/mapper/vg0l-Ivol_fxa 1.1G 635M 336M 66% Zawips/fxa
/dev/mapper/vg0l-1vol_ops 301M  56M 229M 20% /awips/ops
/dev/cciss/c0dOpl 98M 54M 39M 58% /boot
/dev/mapper/vg0l-1vol_local 2.16 3.1IM 2.0G 1% /local
/dev/mapper/vg0l-Ivol_tmp 512M 443k 485M 1% /tmp
/dev/mapper/vg0l-1vol_usr 166G 7.6G 7.1G 52% /usr
/dev/mapper/vg0l-1vol_var 3.1G 1.6G 1.4G 53% /var
/dev/mapper/vg00-Ivol_data 2356 63M 223G 1% /data
nasl:/dataFXxA 537G 373G 165G 70% /data/fxa
nasl:/datal OCAL 162G 56G 106G 35% /data/local
nasl:/awipsHOME 1196 82G 37G 69% /home
nasl:/awipsADAPT 1.1G 732M 343M 69% /Zawips/adapt
nasl:/aiidata/utility 537G 65G 473G 13%
/awips2/edex/data/utility

nas2:/dataSTORE 2.2T 119G 2.1T 6% /data _store
nas2:/awips2ARCHIVE 3.3T 4.86 3.3T 1% Zarchive
nasl:/awips2REPO 436G  23G 21G 53%
/data/fxa/INSTALL/awips2

/dev/sdal 8.1G 1.56 6.3G 19% /media/flash
nas-tape:/awipsHOME 1196 82G 37G 69% /tmp/home
nas-tape:/awipsADAPT 1.1G 732M 343M 69% /tmp/awips/adapt

An example of mount points for a RFC AX follows.

[root@ax-tbdr ~]# df —H

/dev/mapper/vg0l-1vol0l 1.1G 565M 406M 59% /
tmpfs 522M 0 522M 0% /dev/shm
/dev/mapper/vg0l-1lvol_archiver 1.1G 22M 950M 3% Zawips/archiver
/dev/mapper/vg0l-Ivol_fxa 1.1G 635M 336M 66% Zawips/fxa
/dev/mapper/vg0l-1vol_ops 301M  56M 229M 20% /awips/ops
/dev/cciss/c0dOpl 98M 54M 39M 58% /boot
/dev/mapper/vg0l-1vol_ local 2.16 3.1IM 2.0G 1% /local
/dev/mapper/vg0l-1vol_tmp 512M 443k 485M 1% /tmp
/dev/mapper/vg0l-1vol_usr 166G 7.6G 7.1G 52% /usr
/dev/mapper/vg0l-1vol_var 3.1G 1.6G 1.4G 53% /var
/dev/mapper/vg00-Ivol_data 235G 63M 223G 1% /data
nasl:/dataFXxA 537G 373G 165G 70% /data/fxa
nasl:/datal OCAL 162G 56G 106G 35% /data/local
nasl:/awipsHOME 1196 82G 37G 69% /home
nasl:/awipsADAPT 1.1G 732M 343M 69% /Zawips/adapt
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nasl:/aiidata/utility
/awips2/edex/data/utility
nas2:/dataSTORE
nas2:/awips2ARCHIVE
nasl:/awips2REPO
/data/fxa/ INSTALL/awips?2
/dev/sdal
nas-tape:/awipsHOME
nas-tape:/awipsADAPT

2.2.15 LDAD Hardware

537G

2.2T
3.3T
43G

8.1G
119G
1.1G

65G 473G 13%

1196 2.1T 6%
4.86 3.3T 1%
236G 21G 53%

1.56 6.3G 19%
82G 337G 69%
732M  343M  69%

/data_store
/archive

/media/flash
/tmp/home
/tmp/awips/adapt

The LDAD System consists of two LDAD servers (LS2/3), a LAN switch (SMC 8024), a
Terminal Server (Cyclades ACS32), Modems (MultiTech MT5600BR), and a DMZ LAN
Switch (HP ProCurve 2824). The DMZ consists of two Juniper Netscreen 25 Firewalls,
LAN switch (HP ProcCurve 2824), and two Netgear 5 port hubs. The LDAD baseline
processes run on the LDAD Cluster (DMZ) and the AWIPS PX Cluster (Internal). Other
local applications may run on other internal clusters, such as DX cluster in the case of the
LDAD Dissemination Server. Data is transmitted through the DMZ either to the Trusted
(internal) AWIPS system or to the Untrusted (External) Users/Systems.

e | DAD Terminal Server

The LDAD Terminal Server is a Cyclades Alterpath ACS32, which provides an
Ethernet interface for connection to the LDAD LAN Switch and 32 serial ports for
connections to communication devices, such as the modems in the Modem Nest, and
Console Management ports such as the LS2/3 Servers. Each port can be configured to
a maximum speed of 56 K. The terminal server in an average configuration is used to
connect 10 dial-in/dial-out modems (including, River Gauge, RRS, and ASOS), four
dedicated modems, a fax modem, and various console connections. Port assignments
are shown in Table 2.2.1.5-1 as an example.

NOTE: The LDAD DL380 server and the LDAD LAN Switch are not included in the

table.
Table L.2-1. Port Assignments
‘ Port | Function
1 LARC Dial-out
2 HANDAR Dial-out
3 RRS Dial-in
4 RRS Dial-in
5 ASOS Dial-in
6 RRS Dial-in
7 ASOS Dial-in
8 ASOS Dial-in
9 ASOS Dial-in
10 ASOS Dial-in
12 ASOS Dial-in
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13 ASOS Dial-in
14 ASOS Dial-in
15 ASOS Dial-in
30 Fax Modem Dial-out

The LDAD terminal server is typically configured with a minimum of 4 IP addresses
that is assigned in the address space in which the site LDAD resides. First, a single IP
address is used to address the terminal server as a whole. Next, an individual and
unique IP address is used to address Port 1, Port 2 and Port 6.

For Port 1, the IP address is named “7elout” within the LDAD site and is used to
access a dial-out port configured properly for communications with older devices that
utilize 7-bit even parity communications configurations. LARC gauge
communications is one example of this type of communications.

The IP address assigned to Port 2 within the LDAD site is named “8nlout” and is
used in much the same way as the Port 1 address. In this case, the modem connected
to Port 2 is configured for 8-bit no parity communications. Current modem
communications equipment is usually configured in this manner. One example is
Campbell gauge communications.

The IP addresses assigned to Port 3, Port 4 and Port 6 are used by dial-in users who
wish to establish direct TCP communications via PPP to the LDAD LAN. Usually,
only Port 6 will be configured with an IP address for PPP dial-in connections.

e LDAD LAN Switch

The LDAD LAN Switch is an SMC Networks 8024 Ethernet switch with 24
1000BaseT ports. The LAN Switch provides connectivity to external users/systems,
the LDAD Terminal Server (Management/Modem RS-232), and the Untrusted side of
the LDAD Firewalls (FW1/2). Refer to Appendix L, LDAD Configuration Samples
and Firewall Architecture, for more information about the LDAD Firewall.

e Asynchronous Interface
The asynchronous interface provides up to 4 asynchronous serial connections
between the LDAD Server and external interfaces.

e Modem Nest

The LDAD modems are located in the MultiTech chassis. A total of 16 slots are
available for MultiTech modem cards (MT5600BR) and two power supplies
(PS1600). All sites have at least 10 modems for dial-out, dial-in, and fax capability.

e Firewall

Two Juniper SSG320M firewalls are employed to provide network security for the
LDAD and AWIPS systems. Each AWIPS site has two firewalls controlled by central
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configuration manager servers. The central configuration management servers are
located at the Network Control Facility (NCF) and the Backup NCF. The Security
manager clients are located at the NCF and the Raytheon engineering facility in
Silver Spring, MD to support the deployment. As part of the deployment, each
regional headquarters will have a Netscreen Security Manager client (NSM) on the
PX’s. The regional NSM clients will allow the regions to view the configurations of
the firewalls at each of their AWIPS sites. Control over the firewall configurations is
tiered, with the central configuration management server having ultimate control; the
regional NSM clients can view their sites but they are managed from the central
server. Individual AWIPS sites (forecast offices) will not have direct control over
their own configurations.

The firewalls are stateful inspection firewalls,and use NAT to prevent AWIPS I[P
addresses from being advertised outside of the AWIPS network. (Refer to Appendix
L for more on Firewall Architecture.)

LDAD Server

The LDAD server cluster is a pair of HP ProLiant DL380 G7 Linux servers that act as
a primary and hot spare. The LDAD server machines provide the focal point for all
external communications between the AWIPS site and the community, functioning as
a pass-through device for all incoming and outgoing data.

Only one of the two machines (Is2 and Is3) is actively working as the LDAD server at
any time, and it will be the one that is reachable through the address 192.168.1.10
("Is1" or "Is") via the LDAD LAN switch. In this document, “the active LS” refers to
whichever machine is actively working as the LDAD server.

The LS1 LDAD server (LS2/LS3 listening address) interface is configured on both
LDAD serversbut it will only be up on the active LS. The active LS is running
LDAD ingest processes, listening on the address 192.168.1.10, and reachable through
the AWIPS LAN viathe hostname “Is1" or "lIs.”

The 1s2/Is3 servers have unique interfaces (1s2-192.168.1.11, 1s3-192.168.1.12) that
are up at all times. The Is2/3 heartbeat is a private lan pair (Is2-172.16.0.2, I1s3-
172.16.0.1).

The 1s2/Is3 servers share an external IP address for access to the site local LAN and
the Internet for data push/pull collection. This external Idad address is assigned by the
site and configured by the region in the site's LDAD firewall. Packets are routed by
the firewall using Mapped IP (MIP) to the active LS. There is no external network
interface connection on the LDAD server.

The VIR switch provides the capability to switch asynchronous serial connections
between LS2 and LS3.
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22151

LDAD Server File Systems

root (/), /tmp, /usr, /var. These file systems are maintained as separate logical
volumes to reduce the risk of any of these file systems filling up and affecting system
operations. All of the remaining file systems are ext3. The /tmp file system will be
re-created with each boot sequence and performs no journaling.

swap space. The swap space is divided into two LVs (Logical Volume) on two
separate spindles. The primary swap space on the root drive is also designed as a
dump space in the event of a system panic. This is designated as a swap/dump file
system.

/opt. This is used to load COTS applications.

/data/logs. This file system contains the operational logs for software executing on
this platform. Subdirectories will further isolate application- or product-specific logs.
It also stores all non-system LDAD logs (all FSL- and OST-developed software logs).

/ldad. This file system stores baselined FSL-developed (presently ESRL/GSD)
software and any configuration files. It may contain binary applications, scripts, or
data as required to support LDAD functions.

/data/ldad. This file system contains scripts and data for LDAD server.

/data/Incoming. This file system is used for temporary storage of raw data acquired
from external observation systems (e.g., local automatic remote collector [LARC]
gauges, mesonet sensors, and precipitation gauges).

/home. This file system contains all of the user working areas.

An example of mount points on the LDAD servers follows.

[root@ls2-bcq ~]# df -H

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg0l-1vol0l 22G 554Mm 206 3% /

tmpfs 6.3CG 0 6.36 0% /dev/shm
/dev/mapper/vg0l-Ivol_awips2 11G 158M 9.9G 2% Jawips2
/dev/sda3 102M  66M  31M 68% /boot
/dev/mapper/vg0l-1vol_Incoming 22G  181M 20G 1% /data/Incoming
/dev/mapper/vg0l-1vol_logs 53G 326M 50G 1% /data/logs
/dev/mapper/vg0l-1vol _home 22G 189 20G 1% /home
/dev/mapper/vg0l-1vol_ldad 226G 1.1G 19G 6% /1dad
/dev/mapper/vg0l-1vol_opt 22G 338M  20G 2% /opt
/dev/mapper/vg0l-1vol_tmp 5.36 146M 4.9G 3% /tmp
/dev/mapper/vg0l1-1vol_usr 276 8.56 17G 34% /usr
/dev/mapper/vg0l-1vol_var 16G 448M 156 3% /var

/dev/mapper/vg02-1vol_datalLdad 492G 5.6G 461G 2% /data/ldad

[root@Is1-tbdr ~]# df —H

Filesystem Size Used Avail Use% Mounted on

/dev/mapper/vg0l-1vol0l 226G 1.3G 19G ™% /

tmpfs 6.3G 0 6.3G 0% /dev/shm

/dev/mapper/vg01-1vol_awips2 116 24M 9.9G 1% /awips2
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/dev/sda3 98M 66M 27M  72% /boot
/dev/mapper/vg0l-1vol _Incoming 22G 47M 20G 1% /data/lIncoming
/dev/mapper/vg0l-1vol_logs 536G 2.5G 486G 5% /data/logs
/dev/mapper/vg0l-1vol_home 22G 852M  20G 5% /home
/dev/mapper/vg0l-1vol_ldad 22G  915M 20G 5% /1dad
/dev/mapper/vg0l-1vol_opt 22G  205M 20G 2% /opt
/dev/mapper/vg0l-1vol_tmp 5.26  15M 4.9G 1% /tmp
/dev/mapper/vg0l-1vol _usr 276G 7.7G 18G 31% /usr
/dev/mapper/vg0l-1vol_var 166G 369M 156G 3% /var

/dev/mapper/vg02-1vol_dataldad 492G 19G 448G 5% /data/ldad

2.2.1.6 Workstations

Workstations (see Exhibit 2.2.1.6-1) provide the primary human/machine interface in
AWIPS. They perform a variety of mission-related and system management functions,
including the display of alphanumeric, image, and graphic data; animation displays; and
toggling, zooming, and panning displays. It has four HWCs: WK1B; WK1C, Color X-
Terminal; WK1F, Type IV Workstation (NCF only); and WK1G, Linux Workstation.

AWIPS forecasters use the Linux workstations on mission-critical functions. Upgraded
Linux OS X-terminals have replacedthe HP Color X-Terminals. New Workstations + X-
terminals have three 19-inch LCD monitors and an internal CD-ROM, which support all
AWIPS workstations.

Exhibit 2.2.1.6-1. AWIPS Workstation

All data are centrally stored and managed at the site. Data in use at the workstation, such
as image or graphic products, are retrieved from the Data Server or the Linux
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Preprocessor and presented at the workstation. The product may be manipulated for
display and retained at the workstation for as long as it is being used. Upon completion, it
is removed from the local workstation unless the user or the application retains it.

The color X-terminal (WK1C) is a Linux-based workstation platform with one 19-inch
monitor. It is connected to the GBLAN and is used primarily for text messaging
functions. The Linux workstations (WK1G HWC) support a processing capacity of at
least 48 MIPS and include online storage for applications software. They provide high-
speed 100 Mbps connectivity to the site LAN and support other interfaces.

The AWIPS Linux workstations are equipped with three 19-inch LCD monitors and
support all AWIPS workstation applications.

Workstations are sized to handle the WK HWCI load and are expandable to meet
functional and performance requirements as they evolve throughout the AWIPS life
cycle. Multiple workstations at each site provide for redundancy. If a workstation fails, a
forecaster can move to another workstation and resume work.

The 100 Mbps interface connects to the site LAN (HWCI) via Ethernet for the Linux
workstation. The RS-232-C interface connects to the site Monitor and Control Interface
HWC.

The file systems on the workstations support the operating system, COTS applications,
and developed applications. The workstation configuration has no database requirement;
therefore, it does not need to support any raw partitions.

Table 2.2.1.6-1 summarizes the workstation configurations.

Table 2.2.1.6-1. Workstation Processor Configurations at AWIPS Sites

‘ Type | Site | Processor | RAM | CACHE | Internal Storage
HP Z600 All WFO/RFCs (LX |1CPU@ 2.26 GHZ|12GB |8 MB 146 GB
Replacement)
HP Z600 All WFO/RFCs 1CPU@ 24GHZ |6GB 2MB 160 GB
(X-term replacement) L2 Cache

2.2.1.6.1 Reserved

2.2.1.6.2 Linux Workstation File Systems

e oot (/),/tmp, /usr, and /var. Linux mandates that these file systems exist.
e /boot. This file system stores the Linux kernel and boot-up instructions.

e swap space. Swap space is a dedicated partition defined in /etc/fstab and activated at
boot time. Swap space is used to store inactive pages of memory when system RAM
is full.

e /local. This file system contains the output files for the Linux configuration and setup
and the Red Hat, GFESuite, and WFOA software installations.
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e /awips/chps_local. Reserved for CHPS.

e /chps. Reserved for CHPS.

e /dev/shm. This file system is the Linux shared memory input queue.
o /awips/ifps. This file system is for baselined IFPS software and data.

e /awips/ldad. This file system will store baselined FSL-developed WFO-Advanced
software and any associated configuration files. It may contain binary applications,
scripts, or data as required to support operations.

e /awips/fxa. This file system stores baselined FSL-developed (presently ERL/GSD)
WFO-Advanced software and any associated logs or configuration files. It may
contain binary applications, scripts, logs, or data as required to support operations.

e /awips/ops. This file system stores baselined Contractor-developed software and any
associated log or configuration files. It may contain binary applications, scripts, logs,
or data as required to support operations.

e /data. This file system stores data products needed on the workstation.
e data/dhm. Data Hydrological Modeling on LX.

e NFS Mount Points. The following directory is mounted from the NASL in support of
AWIPS functions:

- /data_store

e The following directories are mounted from the NAS in support of AWIPS functions.

- /awips/adapt

- /awips/dev

- /data/adapt (WFOs only)

- /data/fxa

- /awips/hydroapps

- lawips/GFESuite

- /data/local

- /data/verify

- /home

- {usr/local/viz/edex/data/hdf5

- lawips/rep (RFCs only for REP)
- lawips/chps_share (RFCs only)

The following is an example of WFO Linux workstation mounts.
[root@Ix1-bcq ~]#  df -H

Note: Workstation running in 64 bit OS.

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg00-1vol0l 969M 587M 332M 64% /
tmpfs 16G 752K 166G 1% /dev/shm

/dev/mapper/vg00-Ivol_fxa 4.3G 1.9G 2.2G 46% Zawips/fxa
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/dev/mapper/vgo0-Ivol_ifps 1.56 47 1.3G 4% /awips/ifps
/dev/mapper/vgo0-Ivol_ldad 969M 55M 864M 6% /awips/ldad
/dev/mapper/vg00-1vol_ops 283M 73M  195M 28% Zawips/ops
/dev/sdal 93M  36M  53M 41% /boot
/dev/mapper/vg00-Ivol _data 3.8G 11M  3.6G 1% /data
/dev/mapper/vg00-1vol_dhm 969M 1.3M 918M 1% /data/dhm
/dev/mapper/vgo0-Ivol_local 4.06 74M 3.7G 2% /local
/dev/mapper/vg00-1vol_tmp 477M 14M  438M 4% /tmp

/dev/mapper/vg00-1vol_usr 156 116G 2.8G 80% /usr
/dev/mapper/vg00-1vol_var 2.96 830M 1.9G 31% /var
nasl:/awipsADAPT 1.0G 698M 327M 69% /Zawips/adapt
nasl:/awipsDEV 4.06 168K 4.0G6 1% Zawips/dev
nasl:/awipsHOME 1106 76G  35G 69% /home
nasl:/awipsHYDRO 100G 853M 100G 1% /Zawips/hydroapps
nasl:/dataADAPT 3.0G 0 3.06 0% /data/adapt
nasl:/dataFXxA 500G 347G 154G 70% /data/fxa
nasl:/datal OCAL 150G 526G 99G 35% /dataslocal
nasl:/awipsGFESuit/ws 100G 18G 83G 18% /awips/GFESuite
nasl:/localapps 506G 149 50G 1% /localapps
nas2:/dataSTORE 2.0T 111G 1.9T 6% /data_store
nas2:/awips2ARCHIVE 3.0T 4.56 3.0T 1% Zarchive
nasl:/dataARCHIVER 1.0T 8.3G 1016G 1% /dataZarchiver
nasl:/awips2REPO 406 216G 20G 53%

/data/fxa/ INSTALL/awips2

nasl:/aiidata/share 500G 61G 440G 13%

/awips2/edex/data/share

nasl:/aiidata/fxa/trigger 500G 61G 440G 13%
/awips2/edex/data/fxa/trigger

nasl:/verify 2.0T 6.56 2.0T 1% /data/verify

2.2.1.7 Linux Preprocessor

Two PX preprocessors (PX1 and PX2) are at every AWIPS site to run applications. The
PX architecture is shown in Exhibit 2.2.1.7-1.
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The PXs at the site are each sized to handle the full system load in the event one of them

fails. Each contains 2X 146 GB of internal storage. Refer to Exhibit 2.2.1.7-2, Linux

Preprocessor (PX) Hardware.
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Exhibit 2.2.1.7-1. Linux Preprocessors (PX) Architecture
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Exhibit 2.2.1.7-2. Linux Preprocessor (PX) Hardware

PX configuration is summarized in Table 2.2.1.7-1.

Table 2.2.1.7-1. Linux Preprocessor Configurations at AWIPS Sites

Processor | RAM | CACHE | Internal Storage
HP DL380 G7 | All AWIPS Sites | 2x2 4 GHZ Quad 12GB 12 MB 2X 146 GB
Core SDRAM

The PX preprocessors maintain a continuous heartbeat between the two processors and
accomplish an automatic processing switch to the other processor should a processor fail.
Each PX executes a predefined software package, and each PX can take over the
responsibility for all PX functions on the failure of one of the PXs.

The PX has LAN and asynchronous serial interfaces. The serial interface is Electronics
Industry Association (EIA) RS-232 and is used to provide a system console connection.
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Exhibit 2.2.1.7-3 shows the PX processor interfaces. The RS-232-C interfaces represe

nt

the site monitor and control interface, which provides console port interfaces to the CP,

workstation, SBN, LAN, and WAN. The 1 Gbps interface connects to the site LAN.

PX14 — 100 Mbps Heartbeat LAN =
(pxLAN100)
cP R5-232-C (A Preprocessor
— -R5-232- sync)— — —
(CP} (Async) Server — 1 Gbps LAN (LA)
(Primary) - — — [CP)— — —(pxME&C) (Asyn ¢)
PX1A = 100 Mbps Heartbeal LAN ==
(pxLAM100)
(CP} — -R$-232-C (Async)— — — Prespx?rsur
= | Gbps LAN (L&)
(Secondary) | — —(CP)— — —(pxM&C) (Asyn c)
Legend
== == Monitor and Controk
LAN Intarfaces
SHM 102111

Exhibit 2.2.1.7-3. Linux Preprocessor (FX) Interfaces

e Linux Preprocessor Processors (PX1A)

Two PX preprocessors (PX1A), a primary and a secondary server, are deployed to
every AWIPS site. The PX preprocessorsare HP DL380 G7 servers.

2.2.1.7.1 Preprocessor Server File Systems

The PX file systems support the following:

e Operating system

e COTS applications

e Developed applications.

The file systems on the PX are:

e root (/). This file system is superuser’s (root) home directory.

e /boot. This file system contains boot-related files (kernel).

e /tmp. This file system is used to store temporary files that users and system programs

create.
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221.7.2

{usr. This file system holds most user-related documents, command-related files, and
installation files.

/var. This file system contains system log files for most applications (mail, print
spoolers, and system information).

Preprocessor Server File Systems

The PX file systems support the following:

Operating system
COTS applications
Developed applications.

The file systems on the PX are:

root (/). This file system is superuser’s (root) home directory.
/boot. This file system contains boot-related files (kernel).

/tmp. This file system is used to store temporary files that users and system programs
create.

{/usr. This file system holds most user-related documents, command-related files, and
installation files.

/var. This file system contains system log files for most applications (mail, print
spoolers, and system information).

swap space. The swap space is divided into one logical volume on the root disk. The
primary swap space on the root drive is also designed as a dump space in the event of
a system panic. This is designated as a swap/dump file system.

/awips/ops. This file system is used to store baselined contractor-developed software
and any associated log or configuration files. It contains binary applications, scripts,
logs, or data as required to support operations.

Jawips/fxa. This file system stores baselined WFO-Advanced software developed by
the FSL (presently ESRL/GSD) and any associated configuration files. It may contain
binary applications, scripts, or data as required to support operations.

lawips/ifps. This file system is for baselined IFPS software and data.

lawips/laps. This file system will store baselined FSL-developed Local Analysis and
Prediction System (LAPS) software and any associated configuration files. It may
contain binary applications, scripts, or data as required to support operations.

/awips/Idad. This file system will store baselined FSL-developed WFO-Advanced
software and any associated configuration files. It may contain binary applications,
scripts, or data as required to support operations.

/data/logs. This file system contains the operational logs for software executing on
the platform. Subdirectories will further isolate application- or product-specific logs.
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e /dev/shm. This file system contains the shared memory.
e NFS Mount Points. The following directories are mounted from the NAS:

- /home

- /data/GFE

- /data/fxa

- /awips/adapt

- Jawips/GFESuite
- /awips/hydroapps
- /data/adapt

- /data/local

- Jawips/dev

The following is an example of the PX mount points at the WFOs.

[root@px1-tbw3 ~]# df —H

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vg0l-1vol0l 1.1G 765M 199M 80% /
tmpfs 6.3CG 0 6.36 0% /dev/shm
/dev/mapper/vg0l-Ivol_fxa 5.16 2.2G 2.7G 45% /awips/fxa
/dev/mapper/vg0l-1vol_ifps 1.6G 2.4M 1.5G 1% Zawips/ifps
/dev/mapper/vgol-1vol_laps 1.1G 145M 819M 16% Zawips/laps
/dev/mapper/vg0l-1vol_ldad 1.1G 164M 800M 18% /awips/ldad
/dev/mapper/vg01-1vol_ops 297M  74M  208M 27% /awips/ops
/dev/mapper/vg0l-Ivol _awips2 116 3.9G 6.1G 39% Zawips2
/dev/sda3 98M  78M  15M 85% /boot
/dev/mapper/vg0l-1vol_logs 2.1G 838M 1.1G 44% /data/logs
/dev/mapper/vg0l1-1vol_tmp 500M 29M 446M 6% /tmp
/dev/mapper/vg0l-1vol_usr 276 136G  13G 50% /usr
/dev/mapper/vg0l-1vol_var 3.1G 1.86 1.2G 60% /var
/dev/mapper/vg0l-1vol_local 4.1  2IM 3.9G6 1% /local
nasl:/awipsADAPT 1.1G 733M 342M 69% /Zawips/adapt
nasl:/awipsDEV 4.3G 173k 4.3G 1% /awips/dev
nasl:/awipsGFESuit/ws 108G 19G 89G 18% /awips/GFESuite
nasl:/awipsHOME 1196 88G  32G 74% /home
nasl:/awipsHYDRO 108G 902M 107G 1% /awips/hydroapps
nasl:/dataADAPT 3.3G 0 3.36G 0% /data/adapt
nasl:/dataFXxA 537G 462G 76G 86% /data/fxa
nasl:/dataGFE 21M 0 21M 0% /data/GFE
nasl:/datalOCAL 162G 56G 106G 35% /data/local
nasl:/verify 2.2T 486 2.2T 3% /datasverify
nasl:/aiidata 537G 67G 471G 13% /awips2/edex/data
nasl:/localapps 54G 426M 54G 1% /localapps
nasl:/GFESuite2 116 3.6G 7.2G 34% /awips2/GFESuite
nas2:/dataSTORE 2.2T 188G 2.1T 9% /data store
nasl:/awips2REPO 436G 356G 8.9G 80%
/data/fxa/INSTALL/awips2
nasl:/bmhDATA 43¢ 1IM  43G 1% /awips2/bmh/data
nasl:/bmhCONF 22G 66k  22G 1% Zawips2/bmh/conf
nasl:/bmhRESULTS 226G 7.7TM  22G 1%
/awips2/bmh/neospeech/result
nas2:/awips2ARCHIVE 3.3T 186 3.3T 1% Zarchive
nasl:/dataARCHIVER 1.1T 8.96 1.1T 1% /data/archiver
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2.3

2.4

2.5

251

NCF Time Source

The NCF time source is located at the ANCF and the BNCF. It receives, decodes, and
provides AWIPS with time from the NIST WWV external time source. After the
ANCF/BNCF Comm Server is synchronized with the NIST WWV, it synchronizes all
other LAN clocks at the site. All AWIPS system clocks are synchronized to within 1
second of the NIST WWV time using the network time protocol over the WAN. NRSs
are synchronized over the SBN.

Printers

All AWIPS sites have two color graphics printers.

Both color graphics printers are Dell 5130cdn. The color graphics printers generate
publication-quality color output for use in publications and journals and print high-
quality black and white products. The color graphics printers can generate laser-quality
output of 300 dpi on paper up to 8.5 inches by 14 inches (legal size). Each color graphics
printer has its own IP address and is connected to the GB LAN (Ethernet).

AWIPS Software

AWIPS software is divided into three general classes:
1. AWIPS contractor-developed software

2. Government-developed software

3. COTS software and Freeware.

AWIPS Contractor-Developed Software

The AWIPS contractor-developed software categories are:

e Communications Software. Receives and processes the satellite signal. This
software processes the signal from the demodulators and stores the decoded products
in the AWIPS database.

e Monitor and Control (M&C) Software. Tracks functioning of the AWIPS system at
the site and transmits the collected information to the NCF. This software allows the
NCF to control site hardware and software, if needed.

e EDEX System Deployment. A fully functional AWIPS Il EDEX installation
requires deployment and operation of several pieces of software. These include a
PostgreSQL database, a Unidata Local Data Manager (LDM) as a data source, an
AWIPS Il Radar Server (RCM), an Apache Qpid messaging service, and the EDEX
software itself.
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2.5.2

2.5.3

Government-Developed Software

The Government has developed most of the AWIPS weather applications.

e NOAA'’s Earth System Research Laboratory/Global Systems Division (GSD,
formerly FSL) developed the AWIPS D2D user interface, IFPS (jointly, with MDL),
LAPS, and LDAD applications.

e The NWS Meteorological Development Laboratory (MDL) developed the
background hydrometeorological applications, including Climate, AvnFPS, SCAN,
FFMP, IFPS (jointly, with FSL), HWR, LAMP, Pre-LAMP, Guardian, FSI, SNOW,
GFE, and ADAPPT Foundation.

e Other Government-developed software appear as stand-alone applications, for
example, the Office of Hydrologic Development (OHD) and the WFO Hydrologic
Forecast System (HFS) applications (HydroView, RiverPro, and HydroBase). These
applications are documented in their own manuals.

NOTE: Most of the Government-developed software has been transitioned to Raytheon
Software Maintenance and Support for maintenance.

Commercial Off-the-Shelf (COTS) Software and Freeware

25.3.1 AWIPS II;: COTS Software and Freeware

AWIPS relieson COTS software when possible. Often the COTS software is invisible to
users. For example, all of the individual hardware items that compose the AWIPS system
are commercially available, and all of them use the software that their manufacturers
provide. COTS software is documented via the commercial documentation provided with
the COTS software package.

Table 2.5.3.1-1 lists the COTS software and freeware used in AWIPS II.
Note: In addition, the following have been updated in Release 16.2.2

org.apache.commons.pool to 1.6, org.apache.commons.lang to 2.6 and
org.apache.commons.compress to 1.10
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Table 2.5.3.1-1. COTS Software and Freeware Used in AWIPS 11

‘ Component Version | Description

ActiveMQ 5.12.0 JMS (still used by AlertViz and internally in parts of
Camel)

Apache Commons 1.10 The Commons Configuration software library provides a

Configuration generic configuration interface which enables a Java
applicationto read configuration data from a variety of
sources.

Apache Batik 1.8 A Java-based toolkit for applications or applets that want to
use images in the Scalable Vector Graphics (SVG) format
for various purposes, suchas display, generation or
manipulation

Apache Camel 2.13.2 Apache Camel is a rule-based routing and mediation engine
that provides a Java object-based implementation of the
Enterprise Integration Patterns using an API (or declarative
Java Domain Specific Language) to configure routing and
mediation rules.

Apache CXF 2.7.14 or better

Apache Derby 10.12.1.1 Apache Derby, an Apache DB subproject, is an open source
relational database implemented entirely in Java

Apache Httpclient 435 The Hyper-Text Transfer Protocol (HTTP) is a significant
protocol used on the Internet today. Web services, network-
enabled appliances and the growth of network computing
continue to expand the role of the HTTP protocol beyond
user-drivenweb browsers, while increasing the number of
applications that require HTTP support.

Apache Httpd 2.2.15-47

Apache MINA 117 Network application framework

Apache WSS4J 1.6.5 Web Services Security

Apache XML Beans 2.6.0 XMLBeans is a technology for accessing XML by binding
itto Java types.

Apache JSON 1.9.x

Ant 196 Java Build Tool

Ant-Contrib 1.0b3 Additional useful tasks and types for Ant

Antlr 2.7.6 Parser generator

Atomikos 3.6.2 Transaction management system

TransactionEssentials

Basemap 1.0.7

Bitstream Vera Fonts 1.10 Font library from Gnome

bzip2 None Stream compression algorithm

C3p0 0.9.1 An easy-to-use library for making traditional JDBC drivers
“enterprise-ready” by augmenting them with functionality
defined by the jdbc3 spec and the optional extensions to
jdbc2

Camel 2.16.0 Enterprise Service Bus

Cglib (Byte Code 2.2 A high-level API; usedto generate and transform JAVA

Generation Library) byte code

CherryPy 3.1.2 Object-oriented HTTP framework

commons-beanutils 1.8.3 Apache Common Libraries

commons-codec 14.1 Apache Common Libraries

commons-collection 3.2 Apache Common Libraries

commons-configuration 1.6 Apache Common Libraries
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Component Version Description

Commons-cli 1.2 Apache Common Libraries

commons-digester 1.8.1 Apache Common Libraries

commons-cxf 25 Apache Common Libraries

commons-httpclient 3.1 Apache Common Libraries

commons-lang 2.3 Apache Common Libraries

commons-logging 111 Apache Common Libraries

commons-management 1.0 Apache Common Libraries

commons-pool 1.3 Apache Common Libraries

commons-validator 1.2 Apache Common Libraries

CXF (Apache) 2.7.10 Apache CXF is an opensource services framework. CXF
helps to build and develop services using frontend
programming APIs, like JAX-WS and JAX-RS. This isa
FOSS upgrade specifically needed for Data Delivery
security. The new versionwill strengthen DD security and
provide enhanced security capabilities that are not in the
current version.

datautil 242+

domd4j 16.1 An opensource library for working with XML, XPath, and
XSLT on the Java platform using the Java Collections
Framework

dods 1.1.7 Java Library

dwr (directweb remoting) | 1.1.3 Java opensource library

Getahead

Eclipse 3.8.2 Java IDE

Eclipse CDT 5.0.2 C/C++ IDE for Eclipse

ehcache 1.3.0 Caching Support

GEOS 3.0.2 Geometry Engine, Required for PostGIS

Geo Tools 10.5 GeoTools is a free software (LGPL) GIS toolkit for
developing standards compliant solutions. It provides an
implementation of Open Geospatial Consortium (OGC)
specifications as they are developed.

Geo Tools Gdal 1.9.2-4 Geo Tools Plug-in

Geo Tools Imageion 1.1.8 Geo Tools Plug-in

GeoTools Java API 264 Java API for Manipulation of Geospatial Data

Geronimo-jms 1lspec1.1.1 Server runtime framework

GRIBJava 8.0 Grib Java Decoder

h5py 1.3.0-3 HDF5 for Python

hdf5 1.8.4-patchl Core HDF5 APIs

hdf5 25 Core HDF5 APls

Hibernate 4.2.15 Data Access Layer

IzPack 4.2.0 Installer creator for EDEX

JAI 1.1.3 Java API for Image Manipulation

JAI — Image I/O 1.1 Plug-ins for JAI

Jasper 1.900.1 (Security JPEG-2000 codec

Patch)

Java 7u80and 7u76 Kit for both 32-bit and 64-bit

javax.mail 143 mail modeling classes

javax.measure 1.0-beta-2 Strong types for measurements

javax.persistence 1.0.0 persistence classes and interfaces
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Component Version Description
javax.vecmath 131 Coordinates and vectors
Jep 3.4 Java Python interface
Jetty 8.1.15 Jetty provides an HTTP server, HTTP client, and
javax.serviet container
JFreeChart 1.0.19
jGrapht 0.6.0 A free Java graph library that provides mathematical graph-
theory objects and algorithms
JMock 2.0.0 Java Mock Object Framework
jna (java native access) 3.09 Provides Java programs easy access to native shared
libraries (DLLs on Windows) without writing anything but
Java code—no JNI or native code is required. This
functionality is comparable to Windows’ Platform/Invoke
and Python’s ctypes. Access is dynamic at runtime without
code generation.
Jogl 1.1.1-rc8 Provides hardware-supported 3D graphics
Jscience 43.1 Library for Scientific Calculations and Visualizations
JTS Topology Suite 1.10 Java API for 2D spatial data
JUnit 4.10 Java Unit Test Framework
lapack 3.0.0 Linear Algebra Package for python
Ldm 6.12.6 Local Data Manager
Logback 112 It brings improvements including faster logging and
allowing users to change the log configuration without
restarting the Java processes
libgfortran 4.1.2 Fortran Library
matplotlib 1.4.3+ Python 2D Plotting Library
Mozilla Rhino 1.6R7 Implementation of JavaScript embedded in Java
NCEP Grib2 Libraries Libraries for decoding & encoding data in GRIB2 format
cnvgrib 1.1.8and 11.9 Fortran GRIB1 <--> GRIB2 conwersion utility
g2clib 1.1.8 “C” grib2 encoder/decoder
02lib 1.1.8and 1.1.9 Fortran grib2 encoder/decoder and search/indexing routines
w3lib l6and 1.7.1 Fortran gribl encoder/decoder and utilities
nose 0.11.1-3 Python unit test extension
Nvidia Graphics 340.76 Graphics Card
NumPy 1.9.2 Numerical Python Scientific package for Python
objectwebasm 2.1 An all-purpose Java bytecode manipulation and analysis
framework. It can be used to modify existing classes or
dynamically generate classes, directly in binary form
Opendap?2 1.0.0 Open-source Project fora Network Data Access Protocol.
The OPeNDAP Data Access Protocol (DAP) is aprotocol
for requesting and transporting data across the web. DAP
2.0 uses HTTP to frame the requests and responses.
Openfire 3.7.1 Collaboration Server — Not used but eventually will replace
Wildfire. Only 3.7 approved
OpenSAML 265 OpenSAML-Java is a low-level library written in Java that
provides support for producing and consuming SAML
messages, creating and evaluating digitally signed and
encrypted content, and working with SAML bindings.
perl 2.19.3-1 Perl DBD
Pil 1.1.6-3 Python Imaging Library
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Component Version Description

Pgadmin 1.18 A database designand management application designed
for use with PostgreSQL. It is written in C++ using the
wxWidgets (http://www.wixwidgets.org) cross-platform
framework to allow it to run on multiple platforms.

pmw 1.3.2-3 A toolkit for building high-level compound widgets in
Python using the Tkinter module

PostGIS 2.0.6 Geographic Object Support for PostgreSQL

PostgreSQL 9.3.10 Database

Proj 46.1 Cartographic Projections library

pupynere 1.0.13-3 Python module for reading and writing NetCDF files

pycairo 1.2.2-3 A 2D graphics library with support for multiple output
devices.

Pydev 341 Python Development Environment

pygtk 2.8.6-3 Usedto easily create programs with a graphical user
interface using the Python programming language

PyTables 212 Python package for managing hierarchical datasets

Python 2.7.10 Dynamic programming language

Python Ixml 3.6.0 Library for processing XML and HTML

Python megawidgets 132 Toolkit for building high-level compound widgets in Python
using the Tkinter module.

Python Pandas 0.18.1 Pandas is a Python package providing fast, flexible, and
expressive data structures designed to make working with
relational data both easy and intuitive

Python PyGreSQL 5.0 Open-source Python module that interfaces to a PostgreSQL
database

pytz 2015.4+

Qpid 0.32 Open Source AMQP (Advanced Message Queuing
Protocol) Messaging

SciPy 0.15.1 Python Library of Scientific Tools.

ScientificPython 2.8-3 Python library for common tasks in scientific computing

shapely 1.2.16-1 A BSD-licensed Python package for manipulation and
analysis of planar geometric objects

sIf4j (Simple Logging 16.1 For Java; serves as a simple facade or abstraction for

Facade) various logging frameworks

smack 221 An Open Source XMPP (Jabber) client library for instant
messaging and presence

stomp.py revision18 Python client library for accessing messaging servers

Spring Framework 4.1.6 Layered Java/J2EE application platform

Subclipse 1.4.8 Eclipse plugin for Subversion support

SWT Add-ons 0.1.1 Add-ons for Eclipse SWT widgets

Symphony OGNL 2.7.3 Object-Graph Navigation Language; an expression
language for getting/setting properties of Java objects

Thrift 0.9.0 Binary Serialization Framework

Tomcat Native 1.1.17 Library for native memory control

TPG 3.1.2-3 Parser generator for Python

utilconcurrent 132 Utility classes

Velocity 150 Templating Engine

Wss4j 1.6.19

werkzeug 3.1.2-3 Python WSGI utility library

Wildfire 311 Collaboration Server
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Component Version Description

Xalan Java 2.7.2 Xalan-Java is an XSLT processor for transforming XML
documents into HTML, text, or other XML document types.
It implements XSL Transformations (XSLT) Version 1.0
and XML Path Language (XPath) Version 1.0 and can be
used from the command line, in an applet or a serviet, or as
a module in other program.

xmltask 1.15.1 Facility for automatically editing XML files as part of an
Ant build
YAISW 11.11 YAJSW is a java centric implementation of the java service

wrapper (JSW).

2.5.3.2 Mobile Code Technologies

NIST SP 800-53, Information Security, Appendix B, providesthe following definitions
regarding mobile code:

e Mobile Code Software: Programs or parts of programs obtained from remote
information systems, transmitted across a network, and executed on a local
information system without explicit installation or execution by the recipient.

e Mobile Code Technologies Software: Technologies that provide the mechanisms for
the production and use of mobile code (e.g., Java, JavaScript, ActiveX, VBScript).

e AWIPS Il mobile code consists of micro engine scripts that are written in Python.
These micro engine scripts execute only within EDEX.

26  AWIPS I and AWIPS II

2.6.1 What’s Changed in AWIPS

AWIPS Il aims to be a blackbox rewrite of AWIPS I. It is written mostly in java, but
python is also extensively used, especially in GFE. AWIPS Il is built upon the following
Open Source projects:

e eclipse: http://www.eclipse.org

e camel: http://camel.apache.org/

e spring: http://www.springsource.org/

e hibernate: http://www.hibernate.org/

e Qpid: http://qpid.apache.org

e Others (postgres, HDF5, logback, thrift).

CAVE, the “Common AWIPS Visualization Environment” for AWIPS I, runs on the
workstations, like D2D, GFE, and HYDRO. CAVE is an RCP application (“RCP” stands
for Eclipse’s “Rich Client Platform”). The RCP is a framework of a core set of
approximately 30 plug-ins, although plug-ins are the smallest unit of RCP functionality.
With plug-ins, code can be loosely coupled; the code is also maintainable and extensible.
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The core plug-ins provide extension points, which applications can use to extend the
functionality of the framework. One such extension point is org.eclipse.ui.perspectives.
In AWIPS I, D2D, GFE, and HYDRO are CAVE perspectives.

CAVE variations include the following:

e Map pans and zooms.

e Localization perspective. A localization perspective exists. It is from the localization
perspective that smartTools and Utilities are edited; they are not edited by right-
clicking in the EA window as it is done in AWIPS 1.

e GFE perspective. There is no GM realignment button in AWIPS 1I. You can realign
the GM by dragging.

The AWIPS 11 serveris EDEX (Environmental Data Exchange). EDEX consists of:
e An Enterprise Service Bus (ESB)

- JVMs (Java Virtual Machines). There are currently four JVMs per server,
clustered across two servers. Spring and Camel form the backbone of the ESB. It
isin this environment that AWIPS Il server code runs.

Spring manages software objects. It creates them (initiates them), and injects
them with initial values using directivesretrieved from xml. This makes for a
loosely coupled, flexible system. The runtime behavior of the system can be
changed by modifying the xml, not the java source code. See
http://static.springsource.org/spring/docs/2.5.x/reference/beans.html

Camel routes messages using the Enterprise Integration Patterns described
at http://www.enterpriseintegrationpatterns.conveaipatterns. html

- A JMS broker — messaging middleware.

AWIPS 1I’s JMS broker is QPID.

QPID is an important part of data ingest. The SBN LDM client, radar, and
LDAD ingest processes all send messages to a broker queue, which is read by
the ESB. Also, MHS (just like LDAD and LDM) writes a message to
/data_store and posts a message to gpid. That is how MHS products get into
AWIPS II.

Once the message is read, the ESB looks in
/awips2/edex/data/utility/common_static/base/distribution to determine which
data plug-in to use to ingest and decode the raw product (yes, EDEX has plug-
ins too, although they are not RCP plug-ins). Each data type has a plug-in
(there are about 50), and each plug-in has a Data Access Object (DAO) or a
set of DAOs that is used to store and retrieve data from the database. The
DAOs interact with postgres’ metadata db and the hdf5 filesystem.

The postgres - metadata database is used in conjunction with the hdf5
filesystem to form the AWIPS Il database, with HYDRO being the notable
exception. HYDRO databases will be left as they are in AWIPS 1.
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Data is stored in the HDF5 filesystem. It is not meant to be accessed directly.
See http://www.hdfgroup.org/HDF5/ .

AWIPS I has a development environment. Called the “AWIPS Development
Environment,” or “the ADE,” it consists of Eclipse's IDE (also an RCP app) and the
software for the entire system, minus the legacy rehosted code. Clients like CAVE can be
run from the ADE, so it is possible to make changes to CAVE code. You can make
changes to EDEX, then compile and deploy with the ADE and run your modified EDEX.

AWIPS 1l continues to use heartbeat software to manage application packages on the
PX1/2 and DX1/2 clusters. Although heartbeat is no longer used on the DX3/4 server
pair, it has been added to the CPSBN1/2 server pair. AWIPS Il clustering strategy and
heartbeat packages are discussed in section 2.8, “AWIPS Il Server Clustering.” Because
AWIPS 1l does not use the heartbeat cluster on DX3/4, any locally defined crons
formerly managed by the dx3apps and dx4apps packages have been moved to another
server,

The Direct Attached Storage (DAS). File system mounts are covered in section 2.11,
“Basic AWIPS Il Data Storage Architecture.”

AWIPS I software performs its own logging. Log locations vary with the different
AWIPS I software components. AWIPS Il logging is covered in section 2.10, “Basic
AWIPS 1l Logging Architecture.”

2.6.2 What’s Not Changed in AWIPS

AWIPS 1l reuses a number of the existing AWIPS 1 applications. These include:

e MHS (Message Handling System)

e Climate software

[ HWR

e NWRWAVES/NWREditor/CRS

e FSI (server path has changed; the GUI has been wrapped)
e LDAD (Local Data Acquisition and Dissemination)

e NWWS (NOAA Weather Wire Service)

e ASYNC Scheduler

e LSR (Local Storm Report)

e FloodEvent Archiver

e HydroGen

e RiverPro

e WFO/RFC Archiver (Weather Forecast Office/River Forecast Center Archiver)

e LAPS/MSAS (Local Analysis and Prediction System/MAPS Surface Assimilation
System)

e Chatserver
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2.7

e LegalArchiver
e Certain Command Line Interfaces (textdb, fxaAnnounce, sendMsgToGuardian).

For the retained AWIPS | software, basic management techniques are unchanged; high-
availability packages and server cron configuration files are still used (the package
filenames start with a2, for example, a2px2apps). Log names and locations are
unchanged.

Basic AWIPS 11 Software Deployment

AWIPS 1l replacesa large portion of the existing AWIPS data ingest, processing, and
storage capabilities, and it consolidates many forecaster applications into a single
visualization tool. The primary AWIPS Il application for data ingest, processing, and
storage is the Environmental Data EXchange (EDEX); the primary AWIPS Il application
for forecaster visualization/data manipulation is the Common AWIPS Visualization
Environment (CAVE).

AWIPS 11 takes a unified approach to data ingest. Most data types follow a standard path
through the system. Variations on this basic data flow include local radar (Open Radar
Product Generator (ORPG) / Supplemental Product Generator (SPG)) products, and
Local Data Acquisition and Dissemination (LDAD) delivered products. AWIPS Il
provides interfaces for communicating with the ORPG/SPG and LDAD servers.

At a high level, data flow describes the path a piece of data follows through the system.
The path starts with the data source and includes storing the raw data, decoding the data,
and storing the decoded data in a form that makes it available for display and/or
manipulation by the forecaster. For more on this process, see Chapters 4 — 7.

AWIPS I supports automated processing using a cron-like capability built into the
EDEX process. EDEX also provides database and Processed Data Storage management;
Raw data storage is managed by the Local Data Manager (LDM) process. Script running
in response to data arrival is also supported within EDEX. These topics are covered in
Chapters 11 and 12 of this manual.

In addition to programs developed specifically for AWIPS, AWIPS Il uses several
commercial off-the-shelf (COTS) and Free or Open Source software (FOSS) products to
assistin its operation. These applications include the Unidata LDM, the Apache web
server, the Queue Processor Interface Daemon (QPID) Apache AMQP Message Broker,
and the Java and Python runtime systems.

At a high level, data flow describes the path taken by a piece of data from its source to its
display by a client system. This basic data flow concept is shown in Exhibit 2.7-1. The
overall AWIPS Il Server Processes and AWIPS Il Servers Overview are shown in
Exhibits 2.7-2 and 2.7-3 respectively.
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Exhibit 2.7-3. AWIPS Il Servers Overview

AWIPS I installs new AWIPS Il-specific software on several of the existing AWIPS
systems, both serversand workstations.

Table 2.7-1 lists the specific AWIPS ll-provided software installed on each system.
Table 2.7-1. AWIPS Il Software

‘ System | Key Software Packages
CPSBN1and CPSBN2 | LDM, DVB, QPID, EDEX Bridge, LDM Writer, IPVS
PX1 and PX2 Rehosted Applications
DX1 and DX2 PostgreSQL Data Base Management System (DBMS), PyPIES (dx2f),
Radar-Coded Message (RCM),
DX3 and DX4 EDEX (ingest, ingestGrib, ingestDat, request)
LX Workstations CAVE, AlertViz, CLI, PSQL, Java, Python
XT Workstations CAVE, AlertViz, CLI, PSQL, Java, Python

On the servers (CPSBN1 and CPSBN2, PX1 and PX2, and DX1-4) AWIPS Il software
isinstalled in /awips2. On the workstations, it is installed in /usr/local/viz.
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2.8 AWIPS Il Server Clustering

AWIPS I server software is generally deployed on pairs of serversin order to maximize
processing availability. Various failover strategies are used, as detailed in Table 2.8-1.

Table 2.8-1. AWIPS Il Server Failover Strategies

‘ Server Pair | Failover Strategy
CPSBN1 and CPSBN1 and CPSBN2 functionas a heartbeat cluster; failover is managed
CPSBN2 automatically or manually. Note that only a single high-availability package is

currently used on this cluster. The package name is a2cplapps. In failover mode,
package execution shifts to the backup server. The a2cplapps package manages the
cplf floating server name. Note that floating names are available only when the
high-availability packages are running; they cannot be used to start or stop the high-
availability packages.

PX1 and PX2 PX1 and PX2 function as a heartbeat cluster; failover is managed automatically or
manually. PX1 and PX2 normally run separate high-availability packages
(a2pxlapps on PX1 and a2px2apps on PX2). In failover mode, they shift to the same
server. Access to PX1 and PX2 is via floating server names: px1f points to the server
running the a2pxlapps package; px2f points to the server running the a2px2apps
package. The floating server names are available only when the high-availability
packages are running; they cannot be used to start or stop the high-availability
packages.

DX1and DX2 | DX1 and DX2 functionas a heartbeat cluster; failover is managed automatically or
manually. DX1 and DX2 normally run separate high-availability packages
(a2dxlapps on DX1 and a2dx2apps on DX2). In failover mode, they shift to the
same server. Access to DX1 and DX2 is via server name alias: dx1f points to the
server running the a2dxlapps package; dx2f points to the server running the
a2dx2apps package. The floating names are available only when the high-availability
packages are running; they cannot be usedto start or stop the high-availability
packages.

DX3 and DX4 | DX3 and DX4 are independent servers, both of which run the EDEX server
software. There is no failover between DX3 and DX4. Both servers are load
balanced and share data processing responsibilities; if one server is stopped, the
other will pick up the entire data processing load. Processing load balancing between
DX3 and DX4 is provided by QPID as data messages are removed from QPI1D
queues and processed by the EDEX instance having available processing capacity.
Client request balancing for DX3 and DX4 is managed by Internet Protocol Virtual
Server (IPVS) (the pulse service). Both QPID and IPVS run on CPSBNL1 and
CPSBN2.

As indicated in Table 2.8-1, server name aliasing is used to direct clients to the
appropriate member of each cluster. “Appropriate member” generally refers to the server
running a specific high-availability package; in the case of DX3 and DX4, however, it
refers to an available EDEX process.

AWIPS 11 serveraliases and their target serversare listed in Table 2.8-2. Note that the
floating names, e.g., dx1f and px1f, are managed by the high-availability packages; as a
result, the floating server names are only available when the packages are running and
cannot be used when starting or stopping the high-availability packages.
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Table 2.8-2. AWIPS Il Server Aliases

‘ Server Alias | Target System

dx1f The server, DX1 or DX2, which is currently running the a2dx1apps high-availability
package.

dx2f The server, DX1 or DX2, which is currently running the a2dx2apps high-availability
package. LDM was removed from a2dx2apps and shut down on dx2f.

px1f The server, PX1 or PX2, which is currently running the a2pxlapps high-availability
package.

px2f The server, PX1 or PX2, which is currently running the a2px2apps high-availability
package.

cplf The server, CPSBN1 or CPSBN2, which is currently running the a2cplapps high-

availability package. Note: A new awips2-ldm rpm installed on CPs will wrap both
upstream and downstream functionality. /data_store is mounted on CPs, pgact files
will now be maintained on CPs, LDM was added to a2cplapps.

ec, edexcluster

Connections are redirected to DX3 or DX4, based on a least connections strategy. In a
least connections strategy, a new connection request is forwarded to the server, DX3
or DX4, currently having the lower number of connections. This alias only applies to
connections on port 9581. These connections are managed by IPVS service, which is
managed by the a2cplapps high-availability package, which runs on CPSBNL1 or
CPSBN2.

29 Basic AWIPS Il Communication Architecture

The AWIPS 11 ingest and request processes are a highly distributed system; messaging is
used for Inter-Process Communication (IPC). Exhibit 2.9-1 shows the basic IPC

architecture.

Exhibit 2.9-1 shows the basic lines of communication that are used for IPC in AWIPS II.
There are three primary communication channels:

1. Advanced Message Queuing Protocol (AMQP) messages are routed between the
various AWIPS 1l processes via the QPID message broker.

2. Transport Control Protocol (TCP) messages are routed between EDEX and other
AWIPS Il components.

3. TCP messages from CAVE to EDEX are routed through the IPVS to request load
balancing between DX3 and DX4.

Combined with the clustering strategies discussed in section 2.8, “AWIPS 1l Server
Clustering,” the Communication Architecture provides improved system availability and
processing load balancing
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Exhibit 2.9-1. AWIPS Il Inter-Process Communication

2.10 Basic AWIPS Il Logging Architecture
AWIPS 1l does not implement a standardized logging strategy; rather, each AWIPS Il
component provides process logs that may be examined to determine process status and
assistin system troubleshooting. Table 2.10-1 lists log locations for these components.
For more information on AWIPS 1l process logging, including log naming patterns and
configuration, see the applicable sections of Chapter 25 of this manual.
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Table 2.10-1. Log Locations for AWIPS Il Components

‘ Server | Process | Log Directory
dx1f Radar Server Jawips2/rcm/data/logs
PostgreSQL DBMS /awips2/data
lawips2/data/pg_log
dx2f PyPIES Jawips2/pypies/logs
lawips2/http_pypies/var/log/httpd
/tmp
cron /var/logs
Note: logs to cron log.
dx3/dx4 EDEX Jawips2/edex/logs
cpsbnl/ QPID Jawips2/qgpid/log
cpsbn2
LDM Jusr/local/ldm/logs
LX/XT AlertViz ~/caveData/logs
CAVE ~/caveData/etc/user/${USER}/logs
2.11 Basic AWIPS Il Data Storage Architecture
AWIPS 11 stores on two shared data servers—the Direct Attached Storage (DAS) server
and the Network Attached Storage (NAS) server. Both of these servers provide for shared
data access; this provides improved system resiliency in the event of server failure. DAS
access is limited to the DX1/2 cluster; NAS access is available from any server or
workstation on the Local Area Network (LAN). All systems are mounted to access the
data on the NAS. The AWIPS Il Raw Data Storage is directly accessible only from NAS;
however, other systems — DX1, DX3, and DX4 — also access this data by mounting the
NAS. They do so using a file system map to nasl:/data_store. The primary AWIPS II
data storage locations are listed in Table 2.11-1
Table 2.11-1. AWIPS Il Data Storage
‘ Data Component Location Access From
AWIPS Il Raw Data Storage nas2:/data_store dxl, dx2, dx3, dx4,ax, pX,
workstations (Ix, xt)
AWIPS Il HDF5 Data Storage das1:/aiihdf5 dx2f
AWIPS 11 Database dasl:/aiidb dx1f
AWIPS 1l QPID Shared Data nasl:/gpid cplf
AWIPS Il EDEX Shared Data nasl:/aiidata dx3, dx4, px1, px2, cpsbnl,
cpsbn2
AWIPS 11 Service Backup nasl:/GFESuite2 dx1-4, px1-2
AWIPS II Service Backup nasl:/aiidata/utility | dx1, dx2, ax
AWIPS 1l Hydroapps and Avnfps Applications | nasl:/aiidata/share Ix, xt
AWIPS Il WES ARCHIVE nas2:/awips2archive | dx1, dx2, dx3, dx4, px1,
px2, ax, Ix, xt
Note that for mounts that are accessed from a floating server name, e.g., dx2f, the mounts
are managed by the high-availability package that providesthe floating name. For
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2.12

example, the mount to DAS1:/aiildm, which is accessed using the dx2f floater, is
managed by the a2dxlapps high-availability package.

Basic AWIPS 11 Visualization Architecture

AWIPS 11 uses the CAVE application as its main data visualization/manipulation tool.
CAVE incorporates a number of the legacy AWIPS | applications such as Display Two-
Dimensional (D2D), Graphical Forecast Editor (GFE), and Text Workstation. AWIPS 1l
has also reengineered GUARDIAN into AlertViz. CAVE and AlertViz are installed on
both the LX and the XT workstations.

Exhibit 2.12-1 shows the basic visualization architecture.

>

e

P[ IPVS
1

CPSBN1/2/

2

Y
( ( EDEX ) )

/[ CAVE ]4\ 3 | Request
4 ( EDEX |

N LX/XT ) \_ DX3/4/

Exhibit 2.12-1. AWIPS Il Visualization

Exhibit 2.12-1 shows the basic information/data flow between CAVE and EDEX.
AlertViz will display CAVE errors as well as messages from other parts of the system.
The information/data flow is as follows:

1. Data requests are sent from CAVE to a virtual server name (ec). The virtual server
name is resolved by IPVS.

2. IPVS forwards the data request to the available EDEX Request process on either DX3
or DX4.

3. The EDEX Request process returns the requested data to CAVE.

4. The EDEX Ingest process broadcasts data-ingested messages that are picked up by
CAVE.

CAVE can be started in various modes by passing its switches through the command line
(or via application launchers). For example, CAVE can be launched to emulate the Text
Workstation or only to display the D2D perspective. See SMM Chapter 25 for more
information on the CAVE command line switches.
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2.13

2.13.1

Basic AWIPS 11 Data Processing Architecture

AWIPS Il separates data processing into four logically separate components:

1) data receipt; 2) data decoding; 3) data storage; and 4) data request. These components
are distributed over the various systems in AWIPS 11. This distribution is designed to
provide improved data throughput coupled with improved system resiliency. AWIPS I
reuses a number of existing components in data processing.

Basic AWIPS Il Data Receipt Architecture

AWIPS I receives data from three main sources: the Satellite Broadcast Network (SBN);
the LDAD network; and the Open Radar Product Generator (ORPG)/Supplemental
Product Generator (SPG) network. Regardless of the data source, the received data is fed
to data ingest, which is performed by the EDEX software on DX3 and DX4. This basic
data receipt concept is shown in Exhibit 2.13.1-1.

Data

Source 7 AWIPS II
Interface
(See Table 6)

Exhibit 2.13.1-1. AWIPS Il Data Receipt
As shown in Exhibit 2.13.1-1:

1. The AWIPS Il interface process obtains a data product from the data source.
The interface process writes the data to a file in Raw Data Storage.
The interface process posts a “data available” message to the QPID message broker.

The EDEX Ingest process obtains the “data available” message from QPID and
removes the message from the message queue.

5. The EDEX Ingest process obtains the data file from Raw Data Storage.

> oo

AWIPS I either modifies or provides interfaces between the existing AWIPS
components and AWIPS 1l data ingest. The AWIPS Il interfaces are shown in Table
2.13.1-1.
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Table 2.13.1-1. AWIPS Il Interfaces to Data Sources

Source l

SBN

AWIPS Il Interface

LDM obtains data from the SBN on CPSBN1/2 cluster. LDM writes the data to a file in

Raw Data Storage and posts a “data available” message to the QPID message broker on
the CPSBN1/2 cluster.

LDAD

LDAD has been modified to feed data into the AWIPS 11 ingest data flow. Specifically,
three new router processes have been added to the LDAD suite on PX1/2. These router
processes are routerStoreEDEX, routerShefEncoderEDEX, and routerStoreTextEDEX.
These processes allowbaseline LDAD data flows to be processed by EDEX.

ORPG/SPG

The Radar Server onthe DX1/2 cluster interacts with ORPG/SPG to obtain radar data.

When the data is obtained, the server writes the data to a file in Raw Data Storage and
posts a “data available” message to the QPID message broker onthe CPSBN1/2 cluster.

MHS

AWIPS 11 can send products to the WAN using the AWIPS1 handleOUP.pl script
(/awips/fxa/bin/handle OUP.pl) or the AWIPS 2 handleOUP.py script
(/awips2/edex/data/utility/edex_static/base/dissemination/handleOUP.py). The
handleoup.dropbox is only used to ingest text products that have beensent using
handleOUP .py.

Note that this architecture provides separation between data sources and ingest
processing. Any data source that follows this architecture will be able to provide data for
EDEX to process.

2.13.2 Basic AWIPS |

I Data Decoding Architecture

Data decoding is defined as the process of converting data from a raw format into a
decoded format that is usable by the AWIPS Il visualization software. In AWIPS I, data
decoding is performed by the EDEX Ingest processes, which run on both DX3 and DX4.
The basic data decoding concept is shown in Exhibit 2.13.2-1.

Data
1 4 Storage
EDEX
Ingest 3
i.__;\( Clients
_j\\.__,_«""h

Exhibit 2.13.2-1. AWIPS Il Data Decoding
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As shown in Exhibit 2.13.2-1:

1. The EDEX Ingest process obtains the “data available” message from the QPID
message broker. The EDEX Ingest process determines the appropriate data decoder
based on the message contents and forwards the message to the decoder. Finally, the
message is removed from the message queue.

The EDEX Ingest process reads the data from Raw Data Storage.
The EDEX Ingest Process decodes the data.
The EDEX Ingest process forwards the decoded data to Data Storage.

The EDEX Ingest process sends a message to a client queue that decoded data is
available.

SAREE A

The current architecture has two EDEX Ingest processors, DX3 and DX4. Load
balancing of Ingest processing among multiple Ingest processes is provided by the QPID
message broker. Although multiple EDEX Ingest processes are possible, each “data
available” message is serviced by whichever EDEX Ingest processor gets the message
first. Either EDEX Ingest processor may be taken offline without stopping data ingest.

It is also important to note that in AWIPS 11 all data types are processed on both Ingest
Processors. Although a specific data file is processed by a single EDEX Ingest process,
data files for a data type are processed on both Ingest processors.

Once this process is complete, clients may obtain and perform additional processing on
the data. This includes display of the data in CAVE, additional processing such as
Smartlnit scripts that are run on Gridded Binary (GRIB) data, text watch/warn triggered
scripts, etc.

2.13.3 Basic AWIPS Il Data Storage Architecture

AWIPS I providesdata storage in two areas — Raw Data Storage and Processed Data
Storage. These two data storage areas use a combination of PostgreSQL database tables,
HDFS5 files, and raw data files to store data.

Raw Data Storage contains the raw data that has been received from various data sources.
The Raw Data Storage area is physically located on the AWIPS Il NAS.

Processed Data Storage contains the decoded data. Processed Data Storage also hosts a
collection of static data such as topological and map data. Most of this data is physically
stored on either the AWIPS Il Network Attached Storage (NAS) or the DAS device. The
Processed Data Storage area is maintained by EDEX.

2.13.3.1 AWIPS Il Raw Data Storage

AWIPS 1l Raw Data Storage is contained in a file system on the AWIPS Il NAS. The
EDEX Data Servers (DX1, DX2, DX3, and DX4), CPSBN, the PX servers and AX
servers, and the LX and XT workstations mount Raw Data Storage off NAS. Raw Data
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Storage is mounted on /data_store on all these systems. The accessibility of the Raw Data
Storage is shown in Exhibit 2.13.3.1-1.

1
NAS

/data_store

\ 4 \ \ 1

2

2 2 2
3 < — S 3
/data_store /data_store /data_store /data_store /data_store

DX3/4 Server DX Server CPSBN AX Server Workstation

2

SMM 07/16/13

Exhibit 2.13.3.1-1. AWIPS Il Raw Data Storage

As shown in Exhibit 2.13.3.1-1;

1. AWIPS Il Raw Data Storage is located in NAS [NAS2].

2. All the hosts (DX1, DX2, DX3, DX4, AX, CPSBN, and Workstations) mount volume
off NAS.

The basic structure of Raw Data Storage is
/data_store/<data type>

The directory structure under each data type as well as the file names used for the raw
data are determined by the configuration of LDM.

Procedures for verifying the mount points are presented in Chapter 25 of this manual.

Verifying Raw Data Storage: Access to Raw Data Storage is via an NFS file system
mounted on /data_store on the various servers, and the LX and XT workstations.
Although this procedure will work from any workstation, most of the steps will be
performed from DX3.

The “quick and dirty” method of checking for files in Raw Data Storage is to use the find
command to search for recent files and then filter to extract specific information. The
basic find command is find <root>-mmin -<minutes> -type f. This will produce a list of
files in Raw Data Storage that were recently modified. To make the list manageable, it
will be piped into cut to isolate the data type. The results will be written to a text file, and
duplicates will be eliminated using a combination of sort and unig. In the end, what is
produced is a list of recently stored data types in Raw Data Storage.
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Note that in this procedure, certain intermediate results are written to files in /tmp; to
avoid overwrites, use your initials as the output file extension (e.g., file-name. XXX,

where XXX are your initials).

Find all recent data types for which files exist in the Raw Data Store, writing the results
to atemporary file.

dxl-ntca{rschup}107: find .
> /tmp/available_RJS

-mmin -10 —type ¥ | cut -d /" -f 2

Sort the contents of the data type file, writing the results to a temporary file.

|dx1—ntca{rschup}108: sort /tmp/available.RJS > /tmp/sorted.RJS

Eliminate duplicates inthe sorted list, writing the results to a temporary file.

|dx1—ntca{rschup}109: uniq /tmp/sorted.RJS /tmp/ingest-types.RJS

Display the resulting data types.

binlightning
bufrmosLAMP
bufrncwf
bufrua

cwa

cwat

fog

fssobs

gfe

grib
Idadhydro
ldadmesonet
Isr
modelsounding
obs
preciprate
qpf

radar
redbook
satellite
scan

dxl-ntca{rschup}110: cat /tmp/ingest-types.RJS

sfcobs
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vil

2.13.3.2 AWIPS 11 Processed Data Storage

The AWIPS Il Processed Data Storage is used to store decoded data. The decoded data is
stored in a PostgreSQL database and/or HDF5 files, depending on the type of data.
(Processed data storage is covered in Chapters 4 — 7; techniques for checking data storage

are covered in Chapter 25.) The basic structure of the Processed Data Storage is shown in
Exhibit 2.13.3.2-1.
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SMM 091714

Exhibit 2.13.3.2-1 AWIPS Il Processed Data Storage

As shown in Exhibit 2.13.3.2-1, Processed Data Storage is located on the DAS and NAS

(NAS1 and NAS2) devices. Note that file systems on the DAS are accessible only from
the DX1/2 cluster.

1. Onthe NAS, two file systems contain portions of Processed Data Storage. The two
file systems are /aiidata and /GFESuite2.
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a. Processes on DX3/4, PX1/2 and CPSBN1/2 have access to the entire
NAS1:/aiidata file system via NFS mount on /awips2/edex/data. This provides
access to the Localization Store, hydro applications, and static data.

b. Processes on the LX and XT workstations have access to the share
portion of the NAS1:/aiidata file system via NFS mount on /awips2/edex/
data/share. This providesaccess to hydro applications and aviation climo data.

c. Processes on DX1/2/3/4 servers and PX1/2 servers have access to the
NASL1:/GFESuite2. This provides access to the Service Backup and Inter-Site
Coordination (ISC) functionality.

d. Raw Data Storage (NAS2:/data_store): All the hosts (DX1, DX2, DX3, DX4,
CPSBN, AX and Workstations) mount volume off NAS2.

e. QPID shared data (NASL1 /gpid) is accessed from CP1f.

f. /aiidata/utility (NAS1) is accessed from DX1/2 and AX.

g. /awipsARCHIVE (NAS2) -WFO only: DX1, DX2, DX3, DX4, PX1, PX2,
CPSBN1/2, AX and LX/XT.

2. Onthe DAS, two file systems contain portions of Processed Data Storage. The two

file systems are /aiihdf5 and /aiidb.

a.

Processes on DX1f have access to the DAS:/aiidb file system via local mount on
/awips2/data. This provides access to the PostgreSQL database tables.

Processes on DX2f have access to the DAS:/aiihdf5 via local mount on
lawips2/edex/data/hdf5. This provides access to HDF5-based data storage for
decoded imagery, forecast grids and point data.

Note that client applications such as CAVE do not directly access the HDF5 files in
Processed Data Storage. Rather, CAVE interacts through the EDEX Request process and
PYPIES, as shown in Exhibit 2.13.3.2-2.

DAS
Jawipsiihdi5

Exhibit 2.13.3.2-2. CAVE/Processed Data Storage Interaction
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As shown in Exhibit 2.13.3.2-2, CAVE data retrieval is based on data type and consists
of the following:

1. CAVE sends a data request to an EDEX Request process on DX3 or DX4. [Note:
When loading satellite and radar data, CAVE will work with the request (which
works with postgres) to get a list of the datauri it wants and then CAVE will go
through pypies to retrieve that data. For point data, like obs, CAVE will ask request
for that data, and it will get the requested data from postgres and then pypies, and
then send it back to the requesting CAVE. GFE data interaction also works this way,
simply because of the strict transaction control needed for that data.]

a. Onthe CP cluster, IPVS simply forwards the connection request to either DX3 or
DX4. Note that EDEX is not aware of the IP aliasing.

b. Once the connection is made, EDEX and CAVE communicate directly.

2. The EDEX Request process obtains metadata and data from Processed Data Storage.
a. Metadata is obtained from the PostgreSQL database (DBMS).

b. Depending on the data type, data is retrieved from the PyPIES server (a2dx2) or
the PostgreSQL database.

i. Imagery, point data, and gridded data are retrieved from the PyPIES server.

ii. Other decoded data, such as text products, are retrieved from the PostgreSQL
database.

3. The data and metadata are returned to CAVE for display. Note that the response is
directly from EDEX Request to CAVE; it does not pass through IPVS. CAVE is also
capable of inserting data into Processed Data Storage. HDF5 data is delivered directly
from PyPIES to the requesting CAVE client

Procedures for verifying access to Processed Data Storage are presented in Chapter 25.

2.13.3.3 PyPIES (Python Process Isolated Exchange Storage)

PYyPIES was created for AWIPS 1l to isolate the management of HDF5 Processed Data
Storage from the EDEX processes. PyPIES manages access, i.e., reads and writes, of data
in the HDF5 files. In a sense, PyPIES provides functionality similar to a DBMS; all data
being written to an HDF5 file is sent to PyPIES, and requests for data from an HDF5 file
are processed by PyPIES.

PYPIES is implemented in two parts:

1. The PyPIES manager isa Python application that runs as part of an Apache HTTP
server on dx1f. It is the PyPIES manager that handles requests to store and retrieve
data. The Apache HTTP server provides request management and isolates the HDF5
read/write to a separate process.

2. The PyPIES logger is a Python process that coordinates logging.

PYPIES is controlled by the httpd-pypies System V script; it is part of the a2dx2apps
high-availability package.
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2.13.4 Basic AWIPS Il Data Retrieval Architecture

Data retrieval is the process used by an AWIPS Il client to obtain data with the EDEX
Servers. In making the data retrieval, the client interacts with an EDEX Request process;
the Request process obtains the requested data from the Processed Data Store and returns
it to the client. The basic data retrieval process is shown in Exhibit 2.13.4-1.

[ CLIENT
7y
S 2
+ [ EDEX 3 Data
L Request Storage

Exhibit 2.13.4-1. AWIPS Il Data Retrieval
As shown in Exhibit 2.13.4-1:

1. The client sends a request via TCP protocol to a virtual host name managed by IPVS.

2. IPVS forwards the request, which includes the return address of the client, to an
available EDEX Request process.

3. The EDEX Request process obtains the requested metadata from the AWIPS Il
database.

4. The EDEX Request process forwards the requested metadata directly to the client.

5. If the client has requested data which resides in hdf5 store, then it communicates
directly with PyPIES on dx2f to retrieve the necessary information to visualize the
data.

This architecture allows the client access via any available EDEX Request process,
resulting in improved system reliabilityand accessibility.

2.14 Basic AWIPS Il Data Retransmission Design

AWIPS 11 uses the sequence numbers provided by the SBN to implement an automated
retransmission capability for missed products delivered by the SBN. The retransmission
capability has been implemented via a daemon process, sbn_retransmit, which is installed
as part of the LDM installation on the CPSBN1/2 cluster. The AWIPS Il Message
Retransmission Design is shown in Exhibit 2.14-1. Notice that AWIPS Il reuses most of

AWP.MAN.SMM.A2 2-73

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 2 AWIPS System Architecture

the existing retransmission infrastructure. [Note: All channels except GOES support
automatic retransmission. GOES does not because the NCF software does not support it.]

Retransmission Design for AWIPS Il and LDM

DS Uplink Server

Other
SBN CP Uplink Server SBN
Feed Processes
Shared
memory
retrans_svr
CP Downlink Server
WFO/RFC NCFE
Shared
memory _L DX1 MHS Server
sendmail

AWIPS [ sendmail |
WAN L

| retrans_mgs_handler
LDM

product pipe | smtp_send
queue | smtp_recv |

sbn_retransmit

(GOES does not
support automatic MMEEAEE] ST msgrcv_svr

re-transmission)

noaaportingester

I
)

4

SMM 07/30/13

Exhibit 2.14-1. AWIPS Il Message Retransmission

To determine if a product retransmission is required, sbn_retransmit monitors the LDM
product queue. When a gap is detected, sbn_retransmit forwards a request to the Network
Control Facility (NCF) for a retransmission of the missing products.

2.15 Basic AWIPS Il Data Purge Architecture

AWIPS 1l stores data in two separate collections: 1) the AWIPS Il Raw Data Storage,
which contains unprocessed data; and 2) the AWIPS Il Processed Data Storage, which
contains decoded and other processed data. These two data collections use different purge
mechanisms.

2.15.1 AWIPS Il Processed Data Storage Purge Architecture

AWIPS 11 has implemented a data plug-in based purge strategy. The default purge
strategy is version-based, similar to AWIPS I’s version-based purge strategy. Each data
plug-in is able either to use the default strategy or to implement its own strategy. The
GFE and text data plug-ins implement their own purge strategies based on the purge
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strategies used in AWIPS 1; all other data plug-ins currently use the default, version-
based purge strategy.

Rules for the version-based purge are defined in XML files located in the AWIPS I
Localization Store, which is in /awips2/edex/data/utility on DX3/4. See Chapter 11 for
more information on the purging and purge rules.

The basic Processed Data Storage purge strategy is shown in Exhibit 2.15.1-1.

Exhibit 2.15.1-1. AWIPS Il Processed Data Storage Purge
As shown in Exhibit 2.15.1-1:

1. Aquartz event is triggered in the EDEX Ingest process causing the Purge Service to
execute.

a. The EDEX Purge Service obtains a purge lock; if the lock is already taken, the
Purge Service exits. This strategy ensures that only a single EDEX Ingest process
actually performs the purge.

b. The EDEX Purge Service obtains the purge rules for each data plug-in.
2. The EDEX Purge Service sends a delete message to the PostgreSQL DBMS.
3. The PostgreSQL DBMS deletes the data from the database table(s).

4. If HDF5 data is to be purged, the EDEX Purge Service sends a purge message to the
PYPIES service.

5. The PyPIES service deletes the data from the HDF5 file(s).

2.15.2 AWIPS Il Raw Data Storage Purge Architecture

AWIPS Il Raw Data Storage is purged by EDEX based on entries in RAW_DATA.xml.

Note: Starting 13.5.3 release, a brand-new and customizable archiving capability is
provided. It populates an archiving staging area (/archive) on an hourly basis with
extracts from the database (.bin files) and compressed versions of the HDF files. It also
includes an archive purge function so that both raw and processed data can remain on the
real-time system for up to 7 days. This function replaces the LDM scour. From the 7-day
storage (also known as the rollover), a new case generation GUI saves data cases so they
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can be transferred to other media for long-term storage or to the WES-2 Bridge for later
viewing or playback.

2.16 AWIPS Il Localization Store

AWIPS 1l uses a Base/Site/User model for localizing/customizing software. The
Localization Store consists of a directory structure (/alidata/utility) that is visible at
lawips2/edex/data/utility on the EDEX Data Servers (DX 3 and DX4). When CAVE is
started on an LX workstation (or as the Text Workstation application on an XT
workstation), CAVE obtains the latest localization information from the EDEX Request
process and updates the local localization cache, found in <user-home>/caveData. This
caching mechanism allows CAVE to: 1) use the latest available localization data for
operation; and 2) utilize the same user data on any workstation. CAVE’s localization
interaction is shown in Exhibit 2.16-1.

DX3/4

EDEX Request

Exhibit 2.16-1. CAVE/Localization Store Interaction

As shown in Exhibit 2.16-1, the centralized Localization Store is accessed via the EDEX
Request process. This access occurs when CAVE is started and as files for the site
localization are modified. Prior to requesting a localization file, the cached copy in
caveData is checked for currency; the file is requested from EDEX only if the cached
copy is out of date. In that case, the file from the Localization Store overwrites the local
copy.

Modification of a site’s localization is performed using the Localization Perspective in
CAVE. Any changes made using the Localization Perspective are propagated back to the
Localization Store.

[Note: Do not manually modify files located under caveData; manual changes are not
propagated to the Localization Store and will be overwritten when CAVE is restarted.]
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2.17

2.17.1

EDEX Distribution Files

Distribution files tell EDEX how to invoke a decoder plugin on a raw data file. The base
files are in/awips2/edex/data/utility/common_static/base/distribution/. Site-level files are
in /awips2/edex/data/utility/common_static/site/<your site>/distribution. Each plugin has
a distribution file that contains the files that the plugin can process.

Raw files are written to /data_store, and a message is sent via QPID to the EDEX
distribution service from either the LDM (a2cplapps), the RadarServer, or LDAD. The
distribution service compares the file header that is sent in the message against the
regular expressions in every distribution file. When it finds a match, the raw file is placed
in a queue for the matching plugin to decode and process. The distribution files are used
to match file headers as well as filenames, which is how files dropped into EDEX’s
manual endpoint (/awips2/edex/data/manual) are processed. Because the RadarServer
actually writes its raw files according to the AWIPS | radar directory structure
(/data_store/radar/<radarid>/<product mnemonic>/.... ) those files would have to be
renamed before being dropped into the manual endpoint for manual reprocessing.

For example, a particular 0.5 base reflectivity product from the KOAX radar written by
the RadarServer would be located in
/data_store/radar/koax/Z/elev0_5/resO_25/az0_5/level256/koax.153.20120106_1625. (In
this filename, the “153” designates the radar product number; in this case, 153 stands for
a super-resolution 8-bit base reflectivity product.) By looking at the radar.xml file, which
isincluded in the examples provided in section 2.17.1, you can see that a koax.* filename
would not be matched. In real-time processing, the radar server adds “RadarServer” to
the beginning of the file header sent in the message via QPID (for example,
“RadarServer.koax.153.20120106 _1625”). So, if these radar files needed to be manually
reprocessed using the manual endpoint for any reason, either a site-level override of the
distribution file needs to include a pattern that starts with “koax,” or the koax.* files need
to be renamed to RadarServer.koax.* priorto copying them into the manual endpoint.

Editing an EDEX Distribution File

"These files should be edited in the Localization Perspective.". You should not edit the
base files; rather, you should copy the base version to your site and then edit the site
version. The regular expressions in the distribution files need to correspond with the
regular expressions inthe LDM pgact.conf file. If patterns exist in pgact.conf but are not
in the distribution files, then raw data files will be written to /data_store but would never
be ingested and processed by EDEX. Entries for these non-ingested files would be
written to the unrecognized files log in /awips/edex/logs.

Examples follow.

obs.xml: Processesany file header that starts with “SA” or “SP”, which should match
any WMO header that contains METAR data (e.g., SAUS, SPUS, SACN, SAMX).

<requestPatterns xmlns:ns2="'group"> <regex>"S[AP] .*</regex>
</requestPatterns>
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text.xml: Processes lots of WMO patterns. The second pattern ~S[A-CEG-Z].* matches
any header that starts with “S” except for “SD” or” SF,” so it also matches the “SA” and
“SP” files that the obs.xml plugin matches. This means that METARS are processed by
both plugins simultaneously.

<requestPatterns> <regex>"[ACFNRUW] [A-Z] - *</regex> <regex>"S[A-
CEG-Z] - *</regex> <regex>"T[BCX] .*</regex> <regex>"SF[A-0Q-TV-
Z] -*</regex> <regex>"SDUS1.*</regex> <regex>"SDUS4[1-

6] -*</regex> <regex>"SDUS9["7] - *</regex>

<regex>"SFU["S] - *</regex> <regex>"SFUS4["1] -*</regex>
<regex>"SFP["A] - *</regex> <regex>"SFPA["4] -*</regex>
<regex>"SFPA4["1] .*</regex> <regex>"BMBB91.*</regex>
<regex>"N.*</regex> <regex>"F[EHIJKLMQVWX] .*</regex>
</requestPatterns>

radar.xml: Matches files from the LDM and the RadarServer. Files that match the
pattern "SDUS4[1-6].* in obs.xml also match "SDUS[234578]. .* in radar.xml. This
means that certain radar products that have text data are processed by both plugins. The
RadarServer’s file header messages always begin with “RadarServer”; they do not have
WMO headers.

<requestPatterns > <regex>"SDUS[234578]. .*</regex>
<regex>"RadarServer.*</regex> </requestPatterns>

dhr.xml: Matches a subset of RadarServer files and some of the radar files that arrive
over the SBN. The numbers at the end of the RadarServer regular expressions refer to the
radar product numbers (32 = DHR, 80 = STP, 138 = digital storm total precip; these
numbers are defined in interface control documents published by the Radar Operations
Center at http://www.roc.noaa.gov).

<requestPatterns xmlns:ns2="group'> <regex>"SDUS8. .... .*</regex>
<regex>"SDUS5. .... .*</regex> <regex>"RadarServer.*_32</regex>
<regex>"RadarServer .*_.80</regex> <regex>"RadarServer.*.138</regex>
</requestPatterns>
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Individual user accounts are used to control access to AWIPS. They provide authorized
users with away to log into AWIPS and use its resources, while maintaining system
security.

The AWIPS System Manager sets up individual user accounts. For each user, the same
account will be used on both the graphics and the text workstations.

3.1  General Guidance on Individual User Accounts
User names should follow the convention <first initial><last name>, all lower case. If
necessary, the last name should be truncated so that the user name is no more than eight
characters long. Use an integer at the end of the user name if necessary to prevent
duplication. Examples: gbush, gbush2, gwashing, gwashin2.
Account names must:
e Consist of eight or fewer characters
e Start with a letter
e Contain only lower case letters and numbers
e Be unique.
User passwords must be consistent with the following criteria:
Passwords must now be 14 characters, with minimum one each of a digit, upper case,
lower case and special characters. The last 5 passwords will be remembered and cannot
be reused. Users may not change their passwordfor 7 days after a change. Users will be
locked out temporarily after 5 unsuccessful logins ina row.
User accounts inactive for 35 days will be locked. Maximum SSH authentication
attempts reduced from 6 to 4. SSH sessions will timeout after 30 minutes of inactivity.
World writable directories (777) will have the sticky bit set. The sticky bit prevents users
from being able to delete other user’s files from the directory as a security measure.
Suggested resolution is to make the directory 775 permissions, and add the users who
should be able to delete files from the directory to the group who owns the directory. For
example, if the directory is Idad:ldad, then add the user to the ldad group in /etc/group.
Note: To check if an account is locked, as user root from the affected workstation:
pam_tally2 --user=udavis
Or don't include the --user option if you just want to see all those who are locked. To
reset, type the following as root on the same workstation:
pam tally2 --user=udavis --reset
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3.2

Managing Individual User Accounts Using setupAwipsUser.sh

You must use the script /home/awipsadnvinstall/setupAwipsUser.sh, rather than any
system GUI or direct calls to command line utilities, to manage individual user accounts.
This script can be used to add a new user, remove an existing user, and re-synch ssh for
an existing user. This will ensure that the AWIPS workstation software is running inan
environment that has been tested and which is supported by the NCF.

The general format of the setupAwipsUser.sh command is:
setupAwipsUser.sh <username> [PROMPT|REMOVE|<user real name>]
Script options are displayed by executing the scriptwith no options.

[root@dx1l-ntcb install]# ./setupAwipsUser.sh

ERROR :

USAGE :

please include a username as a paramater!

/home/awipsadm/instal 1/setupAwipsUser.sh <username>

[PROMPT |REMOVE |<real name>]

<username> can be up to 8 characters
use PROMPT as the third paramater to make the script interactive
use REMOVE as the third paramater to disable a user created by this

script

<real name> is the real name field for /etc/passwd [EXAMPLE: John E.

Doe, x8605]

it can be up to 9 space delimited strings

[root@dx1l-ntcb install]#

3.2.1 Creatinga New User Account

To create a new individual account for “George Washington,” log on to DX1 as user root
and execute the following commands:

TYPE: cd /home/awipsadm/install
TYPE: ./setupAwipsUser.sh gwashing '""George Washington™

Note: The new user will be added to /awips/fxa/data/fxa-users, but the user will not be
removed from this file when the account is removed from the system. Over time, this file
will grow and will require manual trimming by the ESA or the ITO.

[root@dx1l-ntcb install]# ./setupAwipsUser.sh gwashing George Washington
Checking that gwashing is not an existing administrator user name
/usr/local/bin/ssh test to Ix1l passes!

We will use Ix1 to populate desktop for new account...

Account name entered ----> gwashing

This is a new user account.

Real name entered ----> George Washington
User id entered ----> 127
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Setting up account for gwashing...

AR R R R R R R R R R R R R S R R R S R S SRR R R AR R R R AR R R R R AR AR R R R =

NOTE that you must create a password for gwashing!
Then execute /var/yp/ypmake on dx1.

As root on dxl1:

prompt> passwd gwashing
prompt> /var/yp/ypmake

(gwashing is locked until a password is created.)

R e e R R R R A R A R R AR R R S R R R S e e R R R R R AR R R

pushing out passwd changes via NIS...
gmake[1]: Entering directory ~/var/yp/ntcb.awipsl-
gmake[1]: “ypservers® is up to date.
gmake[1]: Leaving directory ~/var/yp/ntcb.awipsl®
gmake[1]: Entering directory ~/var/yp/ntcb._awipsl-
Updating passwd.byname. ..
Updating passwd.byuid...
Updating group.byname. ..
Updating group.bygid. ..
Updating shadow.byname. ..
Updating netid.byname...
gmake[1]: Leaving directory ~/var/yp/ntcb.awipsl®
creating .cshrc for gwashing...
creating .login for gwashing...
creating .sawfishrc for gwashing...
/home/awipsadm/instal 1/GnomelLXdesktop.tar exists not recreating it!
-.gnome files
-kde files
Ffixing desktop files...
Running install-gnome-kde.sh gwashing

Creating gwashing desktop files...

mv: cannot stat ~./.gnome2/nautilus-scripts/D2D (Ix) - TextWS (xt)": No such
file or directory
mv: cannot stat ~
file or directory
mv: cannot stat ~
directory

/ .gnome2/nautilus-scripts/AWVIPS start-up menu®": No such
/
mv: cannot stat ~./.gnome2/nautilus-scripts/D2DIxTextWSxt": No such file or
/
/

-gnome-desktop/zzzztemp\*"s Home": No such file or

directory

mv: cannot stat
or directory
mv: cannot stat ~./.gnome-desktop/zzzztempsHome": No such file or directory
mv: cannot stat ~./.kde/share/apps/kongsidebartng/entries/zzzztemp.desktop”:
No such file or directory

tarring up new desktop and installing into /home/gwashing. ..

-gnome2/nautilus-scripts/AWIPSstartupmenu”: No such File

Done creating gwashing desktop...

Updating User®s AWIPS Desktop Complete...
setting up Zusr/local/bin/ssh keys for gwashing...
Making /home/gwashing/.ssh
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Generating public/private dsa key pair.

Your identification has been saved in /home/gwashing/.ssh/id_dsa.

Your public key has been saved in /home/gwashing/.ssh/id_dsa.pub.

The key fingerprint is:
b9:23:75:16:5F:70:1d:90:d1:c3:14:19:c0:73:18:65 root@dxl-ntch

chown: cannot access ~/home/gwashing/.gnome/magicdev®: No such file or
directory

The key®"s randomart image is:

+--[ DSA 1024]----+

| -++.=0]
| -E =B@|
| --B*|
| ol
| S |
| |
| |
| |
| |
S +

Adding gwashing to Zawips/fxa/data/fxa-users on workstations...
Copying Zawips/fxa/data/fxa-users to Ixl-ntcb...
Copying Zawips/fxa/data/fxa-users to Ix2-ntchb...
Copying Zawips/fxa/data/fxa-users to Ix3-ntcb...
Copying Zawips/fxa/data/fxa-users to Ix4-ntcb...
Copying Zawips/fxa/data/fxa-users to Ix5-ntcb...
Copying Zawips/fxa/data/fxa-users to xtl-ntcb...
Copying Zawips/fxa/data/fxa-users to xt2-ntcb...
Copying Zawips/fxa/data/fxa-users to xt3-ntcb...
Copying Zawips/fxa/data/fxa-users to xt4-ntchb...
Copying Zawips/fxa/data/fxa-users to xt5-ntcb...

done running setupAwipsUser.sh...
[root@dx1l-ntcb install]#

3.2.2 Re-Creating Desktop and ssh Keys for an Existing User Account

The script can be used to regenerate the desktop and ssh keys for an individual user. You
will be prompted to continue.

[root@dx1l-ntcb install]# ./setupAwipsUser.sh gwashing George Washington
Checking that gwashing is not an existing administrator user name
/usr/local/bin/ssh test to Ix1l passes!

We will use Ix1 to populate desktop for new account...

Account name entered ----> gwashing

This user account already exists.
Ensuring gid, shell, and home dir are standard for gwashing...

pushing out passwd changes via NIS. ..

gmake[1]: Entering directory ~/var/yp/ntcb.awipsl-
gmake[1]: "ypservers® is up to date.

gmake[1]: Leaving directory ~/var/yp/ntcb.awipsl®
gmake[1]: Entering directory ~/var/yp/ntcb.awipsl-
Updating passwd.byname. ..

Updating passwd.byuid. ..
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Updating netid.byname...

gmake[1]: Leaving directory ~/var/yp/ntcb.awipsl®
creating .cshrc for gwashing...

creating .login for gwashing...

This is an existing user - do you want to rebuild the desktop (y/n)?
Yy

setupdesktop=y

creating .sawfishrc for gwashing...

/home/awipsadm/instal 1/GnomelLXdesktop.tar exists not recreating it!
-.gnome files
-kde files

Ffixing desktop files...

Running install-gnome-kde.sh gwashing

Creating gwashing desktop Files...
mv: cannot stat ~
file or directory
mv: cannot stat °
file or directory
mv: cannot stat
directory

/

/ .gnome2/nautilus-scripts/AWIPS start-up menu®": No such

/
mv: cannot stat ~./.gnome2/nautilus-scripts/D2DIxTextWSxt": No such file or

/

/

-gnome-desktop/zzzztemp\"s Home": No such file or

directory

mv: cannot stat ~
or directory

mv: cannot stat ~

-gnome2/nautilus-scripts/AWIPSstartupmenu”: No such file

-gnome-desktop/zzzztempsHome®: No such file or directory

mv: cannot stat ‘-/.kde/share/apps/konqsidebartng/entries/zzzztemp.desktop':

No such file or directory
tarring up new desktop and installing into /home/gwashing. ..

Done creating gwashing desktop...

Updating User®s AWIPS Desktop Complete...

setting up Zusr/local/bin/ssh keys for gwashing...

Recreating /home/gwashing/.ssh

Generating public/private dsa key pair.
/home/gwashing/.ssh/id_dsa already exists.

Overwrite (y/n)? Your identification has been saved in
/home/gwashing/.ssh/id_dsa.

Your public key has been saved in /home/gwashing/.ssh/id_dsa.pub.
The key fingerprint is:
a8:7e:b0:8d:ee:dc:62:13:c2:2e:e7:26:53:dd:5:86 root@dxl-ntcb
chown: cannot access ~/home/gwashing/.gnome/magicdev®: No such file or
directory

The key®"s randomart image is:

+--[ DSA 1024]----+

-gnome2/nautilus-scripts/D2D (Ix) - TextWS (xt)": No such

I ++_:@|
| E =B@|
| -B*|
| ol
| S |
| |
| |
| |
| |
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Adding gwashing to /Zawips/fxa/data/fxa-users on workstations...
Copying Zawips/fxa/data/fxa-users to Ixl-ntcb...
Copying Zawips/fxa/data/fxa-users to Ix3-ntchb...
Copying Zawips/fxa/data/fxa-users to Ix4-ntcb...
Copying Zawips/fxa/data/fxa-users to Ix5-ntchb...
Copying Zawips/fxa/data/fxa-users to xtl-ntcb...
Copying Zawips/fxa/data/fxa-users to xt2-ntcb...
Copying Zawips/fxa/data/fxa-users to xt3-ntcb...
Copying Zawips/fxa/data/fxa-users to xt4-ntcb...
Copying Zawips/fxa/data/fxa-users to xts5-ntcb...

done running setupAwipsUser.sh...

3.2.3 Removing an Existing User Account

You will be prompted to enter REMOVE to continue. Edit /awips/fxa/data/fxa-users
manually and remove the account on every LX and XT workstation.

[root@dx1l-ntcb install]# ./setupAwipsUser.sh gwashing REMOVE
Checking that gwashing is not an existing administrator user name

WARNING : YOU ARE ABOUT TO DISABLE gwashing

ARE YOU SURE YOU WANT TO DISABLE gwashing?
enter REMOVE to continue:REMOVE

gwashing BEING DISABLED!

Using userdel on gwashing and then running ypmake
gmake[1]: Entering directory ~/var/yp/ntcb.awipsl-
gmake[1]: "ypservers® is up to date.
gmake[1]: Leaving directory ~/var/yp/ntcb.awipsl®
gmake[1]: Entering directory ~/var/yp/ntcb.awipsl-
Updating passwd.byname. ..

Updating passwd.byuid...

Updating group.byname. ..

Updating group.bygid. ..

Updating shadow.byname. ..

Updating netid.byname...

gmake[1]: Leaving directory ~/var/yp/ntcb.awipsl®
Removing gwashing from ax archiver authorized keys2 file
Removing gwashing from Is ldad authorized_keys2 file

/home/gwashing is being backed up to /home/gwashing.SAVEOLDUSER
gwashing DISABLED!

[root@dx1l-ntcb install]#

3.3  High-Level View of setupAwipsUser.sh

A high-level view of what the setupAwipsUser.sh script does follows. For further details,
please review the script itself.
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e Prompts for certain information unless that information is provided on the command
line (new user’s real name [e.g., George J. Washington], account name [e.g.,
gwashing], etc.).

e Creates a new account with shell /bin/csh (you can specify ksh if your site is an
RFC), group fxalpha (group ID 200), and home directory in /home. It also creates the
new home directory.

e Creates the new user’s .cshrc file. The .cshrc will source $FXA_HOME/.cshrec.

e Creates the new user’s .login file. The .login file will call xhost to allow processes
running on the serverto pop up windows on the user’s display.

e Creates a .sawfishrc file for the new user. The .sawfishrc file will cause F11 key
presses or left-clicks on the background (root) window to post the AWIPS menu.

e Installs and configures various Gnome, Sawfish, .KDE, and other setup files and
directories to ensure that the user has a standard environment that will work on the
AWIPS three-headed graphics workstation and on the text workstation.

e Generates and installs SSH keys so that scripts running under the user’s account can
transfer files and execute commands remotely.

e Adds the new user name to the D-2D user list maintained in /awips/fxa/data/fxa-
Users.

NOTE: You can also use setupAwipsUser.sh to reconfigure an existing account for use
with AWIPS software. The account’s environment files will be overwritten, its

home directory may be changed, and its group ID may be changed.

The setupAwipsUser.sh script has a number of other options. Please see the header
documentation inthe script for a description of them.

3.4 Changing User or Device Password Using the Command Line

User names and device passwords can be changed or updated using a Terminal window
and Linux commands. The /etc/passwd file should be the same on all devices.

This section provides guidance on changing user or device passwords using the
Command line. For the rules on choosing an acceptable password, see section 3.1.

3.4.1 Changing Non-Root Accounts

User accounts are controlled through NIS and can be updated by the user or by root.

3.4.1.1 User Change to Password

From a workstation, the user can update his or her NIS-controlled password with the
passwd command.
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Ix1-ntcb{gwashing}102: passwd

Changing NIS account information for gwashing on dxl-ntcb.
Please enter old password:

Changing NIS password for gwashing on dxl-ntcb.

Please enter new password:

Please retype new password:

The NIS password has been changed on dxl1-ntcb.

Ix1-ntcb{gwashing}103:

The user can test the change by performing an su to his or her account.

Ix1-ntcb{gwashing}105: su - gwashing
Password:

Ix1-ntcb{gwashing}101:

3.4.1.2 Root Change to User Account Password

The superuser can change a user account password by updating /etc/shadow on the NIS
master server (dx1) with the passwd command and then updating the NIS shadow file
with /var/yp/ypmake.

[root@dx1l-ntcb ~]# passwd gwashing

Changing password for user gwashing.

New UNIX password:

Retype new UNIX password:

NIS password could not be changed.

passwd: all authentication tokens updated successfully.

[root@dx1l-ntcb ~]# /var/yp/ypmake

gmake[1]: Entering directory ~/var/yp/ntcb.awipsl-
gmake[1]: “ypservers® is up to date.

gmake[1]: Leaving directory ~/var/yp/ntcb.awipsl®
gmake[1]: Entering directory ~/var/yp/ntcb.awipsl-
Updating shadow.byname. ..

Updating netid.byname...

gmake[1]: Leaving directory ~/var/yp/ntcb.awipsl®
[root@dx1l-ntcbh ~]#

3.4.2 Changing Root Password on Linux Devices

The root account is not under NIS control so the root password must be changed on every
AWIPS device. To change root password on the Linux devices, log into each (LX, AX,
DX, and PX) separately as root. A simple loop at the shell prompt from the dx1 is a fast
way to change the root password. Tip: You can speed up the process further by typing
the root password at the command line prompt, highlighting it with your mouse, and then
pressing the middle mouse button when prompted for the root password.

| [root@dx1-ntcb ~J# for i in $DX_SERVERS $PX_SERVERS ax cpsbnl cpsbn2
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$LX_WORKSTATIONS = $XT_WORKSTATIONS

>
>
>
>

do

echo $i

ssh $i passwd root
echo

> done

dxl-ntcb

New UNIX password:

Retype new UNIX password:

Changing password for user root.

passwd: all authentication tokens updated successfully.

dx2-ntch
New UNIX password:

3.4.3 Changing NAS CLI and Console Root Passwords

3.5

3.6

To change the root password, ssh into nasl, nas2, dasl, and das2 and then use the passwd
command.

Synchronizing SSH Keys with VerifySSHkeys.sh

The VerifySSHkeys.sh script sets up and synchronizes every account’s keys across every
machine on the platform so that when you log in to any machine, it recognizes your keys.
Because it recognizes your keys, you do not need a password between machines. Please
Note: After running verifySSHkeys.sh the fxa user keys must be re-synchronized with
CRS using installCRSssh.sh .

On DX1 as root,
TYPE.: cd /home/awipsadm/ssh

TYPE: -/VerifySSHkeys.sh

NOTE: Make sure that no users are logged on to other servers. Note that it will take up
to 10 minutes to execute this script. LDM user has been added to
VerifySshKeys.sh so that passwordless ssh works as user Ildm between dx1/2
(and other devices) to help maintain local pgact.conf.lll file between devices.

Synchronizing CRS SSH Keys with installCRSssh.sh

This instalICRSssh scriptis used only at sites equipped with the Console Replacement
System (CRS). AWIPS products configured to be sent to CRS are transferred via ssh. In
order to facilitate this communication, AWIPS ssh keys for the fxa user must be installed
on the CRS system. Please use caution! Without the correct configuration, NWR
messages in AWIPS will not be sent to CRS.

The installCRSssh script will prompt for the root password on the CRS twice. The script
assumes that the root password is the same on Omp and 5mp (configurations). If the
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passwords are different, then either change the root passwordon the CRS to match, or
contact the NCF for assistance.

The script will then copy over the fxa key to Omp and 5mp. It will also copy back the rsa
key for Omp and 5mp, and install it in the known_hosts on each AWIPS device.

Note: If any keys are ever regenerated, by running VerifySshKeys.sh, or VIP keys on
CRS, then the installCRSssh.sh script must be run again.

For future maintenance of the AWIPS-to-CRS connection, provide the root password of
Omp and 5mp to the NCF.

As user root on DX1, follow this procedure:

TYPE: script —a —fF /local/install/instal ICRSkeys.out
TYPE: cd /home/awipsadm/ssh

TYPE: ./instal ICRSssh.sh (takes about 2 minutes)

TYPE: exit

Verify that the script worked correctly. As user fxa on DX1:

TYPE: ssh crs@0Omp uname -a

TYPE: ssh crs@5mp uname -a
The commands should succeed without being prompted to enter either “yes’ or a
password.

The commands should work on any device as user fxa. If you encounter problems,
contact the NCF for assistance.

[root@dx1l-ntcb ssh]# ./installCRSssh.sh

Starting CRS SSH Key setup, Wed Mar 9 14:17:30 GMT 2011
Compiling CRS authorized _keys file. ..

Spawning process for CRS host and user keys...

Please type in root password for OMP and 5MP and press enter:
Verify password and press enter:

Attempting to contact OMP...

spawn scp crs@OMP:/usr/local/etc/ssh_host _rsa key.pub /tmp/crs_OMPkey
crs@Omp®s password:

ssh_host_rsa_key.pub 100%
218 0.2KB/s 00:00

OMP completed!
Attempting to contact 5MP. ..

spawn scp crs@5MP:/usr/local/etc/ssh_host _rsa key.pub /tmp/crs_5MPkey
crs@smp®s password:

ssh_host_rsa_key.pub 100%
218 0.2KB/s  00:00
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- Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 3 Individual User Accounts

5MP completed!

Attempting to contact OMP. ..
spawn scp /tmp/crs_userkey crs@OMP:

crs@Omp®s password:

Crs_userkey 100%
1804 1.8KB/s 00:00

spawn telnet OMP

Trying 165.92.107.241. ..

Connected to OMP.

Escape character is ""]".

SCO UnixWare 7.1.1 (OMP) (pts/5)

login: crs

Password:

UnixWare 7.1.1

OMP

OMP{crs} su - root -c "cp /crs/.ssh/authorized_keys
/crs/.ssh/authorized keys.bak*®

Password:

OMP{crs} su - root -c "cat /crs/crs_userkey >> /crs/.ssh/authorized_keys®
Password:

OMP{crs} exit

Connection closed by foreign host.

OMP completed!

Attempting to contact 5MP...

spawn scp /tmp/crs_userkey crs@5MP:

crs@smp®s password:

Crs_userkey 100%
1804 1.8KB/s 00:00

spawn telnet 5MP

Trying 165.92.107.242. ..

Connected to 5MP.

Escape character is ""]".

login: crs

Password:

UnixWare 7.1.1

5MP

5MP{crs} su - root -c "cp /crs/.ssh/authorized keys

/crs/.ssh/authorized keys.bak*®

Password:

5MP{crs} su - root -c "cat /crs/crs_userkey >> /crs/.ssh/authorized_keys®
Password:

5MP{crs} exit

Connection closed by foreign host.

5MP completed!

Editing AWIPS hosts ssh_known_hosts files...
ax done

cpsbnl done

cpsbn2 done

dxl-ntcb done

dx2-ntcb done

dx3-ntcb done
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dx4-ntcb
Ix1-ntcb
Ix2-ntcb
Ix3-ntcb
Ix4-ntcb
Ix5-ntcb
px1l-ntcb
px2-ntcb
xtl-ntcb
xt2-ntcb
xt3-ntcb
xt4-ntcb
xt5-ntcb
1s2 done
1s3 done
Finished

done
done
done
done
done
done
done
done
done
done
done
done
done

with CRS SSH Key setup, Wed Mar 9 14:18:36 GMT 2011
[root@dx1l-ntcb ssh]#

dxl-ntcb{fxa}9: ssh crs@Omp uname -a
UnixWare OMP 5 7.1.1 1386 x86at SCO UNIX_SVR5

dx1l-ntcb{fxa}10:

dxl-ntcb{fxa}10: ssh crs@5mp uname -a
UnixWare 5MP 5 7.1.1 1386 x86at SCO UNIX_SVR5

dxl-ntcb{fxa}11:

3.7 Recover from a Gnome Screensaver Lockout

If a locking screen saver is running on a workstation and the password holder is not
available, there are two ways to bring the workstation back into service:

Kill the gnome server and thereby force a logout.

TYPE:

[CtrI][Alt][Backspace]

=  The gnome server and all its clients (D2D, for example) will be
killed. In a few seconds you will have a new login screen.

NOTE: This method is strongly discouraged for routine logouts because it may

cause problems with the AWIPS application software (undeleted
temporary files, open socket connections, etc.). All currently known cases
where an abnormal exit causes future problems have been fixed, but it is

impossible to test for every situation.

OR

Kill the screen saver.

If a locking screen saver is running on an AWIPS workstation, there will be one or more
processes called gnome-screensaver running. If you log into the locked workstation
from another workstation and kill all of those processes, the screen savers will disappear
and you will be able to continue with the login session that was previously locked.
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3.8

3.9

3.10

The gnome-screensaver processes are owned by the account that logged into the
workstation. You can kill them only if you are logged in on that account or on the root
account. Effectively, that means that only root can use this method, because, if you could
log into the user account with the password, you could unlock the screen saver in the
normal way.

Limiting access via SSH

Item 6.2.13 from the RHEL CIS security initiative mandates the limiting of SSH access.
The following four fields have been added to /etc/ssh/sshd_config:

AllowUsers
AllowGroups
DenyUsers
DenyGroups

User Name Procedures

The user name procedures are stored in two places:
/home/<username=>/caveData/etc/user/<username=>/procedures and

lawips2/edex/data/utility/cave_static/user/<username=>/procedures

Localization Perspective User Roles (userRoles.xml)

This section provides an overview of the following topics as they pertain to managing
user roles with respect to the ability to localize CAVE: implementation of user roles and
overrides of user roles; base and site locations of the userRoles.xml file, which controls
user access to files in the localization perspective; how to edit the userRoles.xml file; and
the structure and syntax of the userRoles.xml file.

e Implementation and Overrides of User Rolesf

Implementation: User File.
Site Override: Offices are able to create a site override of this file.

e Base File Locationf
The BASE userRoles.xml file is located in the following directory:
lawips2/edex/data/utility/common_static/base/roles/

e Site File Location|

To override the userRoles.xml file as site, the base file should be placed in the
following directory and modified appropriately:

/awips2/edex/data/utility/common_static/site/XXX/roles/
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e Editing the Filef
This file is not accessible in the localization perspective, and must be edited via a text
editor on the system.

Note: The User Admin GUI helps to manage this file.

e Structure and Syntax

A description of the different sections within the file (userRoles.xml) and how they
should be used follows.

» Defining Permissionsf

Any and all file locations represented in the localization perspective can be
defined in userRoles.xml. Each location is defined as a permission (<permission
id></permission>). The base file defines all the different file locations for those
files accessible from the localization perspective and should not have to be
overridden at the local office. For example, the following entry defines
permission for the config directory used by AvnFPS.

<permission
id=""com.raytheon.localization.site/cave_static/aviation/con
fig'></permission>

» Creating Users and Assigning Permission to Users

Once the desired permissions have been identified, the next section defines the
users and those permissions assigned to those respective users. By default in the
userRoles.xml file, all users have access to certain files in the Localization
perspective viathis entry:

<user userld=""ALL">

<userPermission>com.raytheon. localization.site/common_
static/purge</userPermission>

<userPermission>com.raytheon. localization.site/cave_st
atic/colormaps</userPermission>

<userPermission>com.raytheon.localization.site/cave_st
atic/ffmp</userPermission>

etc.

</user>

The file access control provided by this file can be generic or granular. Offices
can leave the default providing all users with access to all files, or it can limit user
access based on office roles, etc. For example, the following entry gives the GFE
Focal Point, jzeltwan, access to the four permissions controlling SITE-level GFE
files:

<user userld="jzeltwan'>
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<userPermission>com.raytheon. localization.site/common_
static/gfe</userPermission>

<userPermission>com.raytheon.localization.site/cave_st
atic/gfe/combodata</userPermission>

<userPermission>com.raytheon.localization.site/cave_st
atic/gfe</userPermission>

<userPermission>com.raytheon. localization.site/common_
static/isc</userPermission>

etc.

</user>

» Creating Roles and Assigning Users to Roles {

If you have multiple people performing the same role (i.e., GFE Focal Point), you
can set up roles to which you can assign users, rather than creating the same
permissions entry for multiple users. So, taking the GFE Focal Point example,
first create a role (see the following for an example).

<role roleld="GFEFocal'>

<roleDescription>
This is the GFE Focal Point Role
</roleDescription>

<rolePermission>com.raytheon. localization.site/common_
static/gfe</rolePermission>

<rolePermission>com.raytheon. localization.site/cave_st
atic/gfe/combodata</rolePermission>

<rolePermission>com.raytheon. localization.site/cave_st
atic/gfe</rolePermission>

<rolePermission>com.raytheon. localization.site/common_
static/isc</rolePermission>

</role>

And then assign users to the role. In the following example, jzeltwan and dcokely
have been assigned to the role of GFE Focal Point:

<user userld="jzeltwan”>

<rolePermission>GFEFocal</rolePermission>

</user>

<user userld="dcokely”>

<rolePermission>GFEFocal</rolePermission>
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</user>
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The AWIPS data management system is responsible for the storage, retrieval, and
maintenance of meteorological data sets. The various hardware and software components
of this system handle data from two primary sources: the AWIPS Satellite Broadcast
Network (SBN) and the WSR-1988 Doppler Weather Radar (WSR-88D) network.

4.1 AWIPS Satellite Broadcast Network and Local Data Grids
41.1 AWIPS Satellite Broadcast Network

The main source of nationally distributed data for AWIPS is the SBN. Hardware
components unique to the SBN include the demodulators, the communications processors
(CPSBN1 and CPSBNZ2), and the visible infrared (VIR) switches, which connect the
digital video broadcast (DVB) receiversto the communications processor SBNs
(CPSBN). Refer to Exhibits 2.2-1, 2.2-2, and 2.2.1-1 in Chapter 2.

Descriptions of the ten channels follow.

Note: Sites normally see only the first 5 channels listed below. The ADD channel only
exists at sites where Data Delivery is activated. As of now, that is limited to test beds and
a few regions. Once Data Delivery is “activated and operational”, then all the sites will be
able to see the 6th channel (ADD).

1. GOES. The GOES Channel contains information from the GOES East and the GOES
West satellites. The GOES East satellite is a data stream consisting of the following
imagery products: visible infrared; and water vapor for the Eastern Conterminous
United States (CONUS), Puerto Rico, supernational composites, and Northern
Hemisphere (NH) composites. The GOES West satellite is a data stream consisting of
the following imagery products: visible infrared and water vapor for CONUS, Alaska,
and Hawaii as well as supernational composites, and NH composites.

2. NMC. From the NWS Telecommunications Gateway (NWSTG), a data stream
consisting of model output from the National Centers for Environmental Prediction
(NCEP); the observations, forecasts, watches and warnings produced by NWS
Forecast Offices; WSR-88D radar products; and most observational data over North
America.

3. NMC2. The NWSTG2 channel supplements the NWSTG channel. It contains all
Model Grid data.

4. NOAAPORT _OPT Channel. This channel's data stream includes GOES DCP data,
GMS/GOES-West/GOES-East/METEOSAT-5/METOSAT-7 composites for visible
infrared, and water vapor products (every 3 hours), and OCONUS grids.

5. NMCa3. This channel's data stream includes Polar Satellite data (NPP).

6. ADD. This channel contains AWIPS Data Delivery products for subscriptions shared
by more than one AWIPS site.

7. ENC. This channel is for data that is required to be encrypted before ingesting over
the SBN.
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8. EXP. Experimental Data.
9. GRW: This channel is for GOES-R West products.
10. GRE. This channel is for GOES-R East products.

Each channel requires its own demodulator.

Under normal conditions, both NWSTG and NMC2 products and GOES satellite images
are obtained from the SBN on CPSBN1. The CP ingest is controlled by the cplf heartbeat
package.

[root@cpsbnl-tbdw ~]# S300_ stats

cpsbnl-tbdw pid[14692] upd/rfsh(0/30s) GMT Wed Feb 13 13:48:09 2013
Start [Wed Feb 13 13:48:09]

LAST START
1 sec AVG AVG MAX MIN
EBNO (per NEST) 11.94 11.94 11.94 11.94
VBER 0.00e+00 0.00e+00 0.00e+00 0.00e+00
EBNO (per VBER) 10.00 10.00 10.00 10.00
Signal 54% 54% 54% 54%
RFStatusvalid: OK LOCK Signal: OK Data: OK

Tot Unlock Signal/Data: 0.0/0.0 secs

Uncorrected DVB Pkts: 0 {+0 last}
LAN Packets: Rcv=0 XmitErr=0 Drop=0 Xmit=374

IP:10.0.5.10 MAC:00-06-76-05-01-05 Port:6516 (via ethl) Mode: DVBS2
Firmware 2.7 - RF Code(0x0)

SymbolRate=15.119 Ms/s Freg=1154 MHz (+177 kHz) Modulation
Code[13]=2/3 8PSK

LNB_Power [0]=OFF

PID List: 101 102 103 104 105

FreqOff[0Oxbl] Signal Strength (in DBM)[-48] C/N=14.6 EbNo=11.9
dvb_stats: End execute

A more detailed discussion of the basic data flow follows in section 4-4. In the case of
failover, initial download of these products shifts to CPSBN2; refer to Chapter 18,
Failover Management Procedures, for details.

The vast majority of products on the SBN can be used without restriction. However, there
are three exceptions: binary lightning; ACARS (Aircraft Communications Addressing
and Reporting System); and one-degree ECMWF (European Centre for Medium-Range
Weather Forecasts) products. Use of these three products is restricted to official duties,
which include data utilization for the purposes of analysis/warning/forecast product
preparation, research projects, and training. In general, these three products may not be
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redistributed to parties outside of NWS, especially on aroutine or ongoing basis.
Concerning the one-degree resolution ECMWEF grids, the following should also be noted:

e First, redistribution of one-degree (high resolution) ECMWEF grids from AWIPS is
prohibited. This limitation is formalized in a 2007 NOAA/ECMWF inter-agency
agreement. The one-degree (i.e., "Hi Res") ECMWF grids in AWIPS are intended for
use only in the conduct of official duties within NWS offices and at designated
AWIPS test and support sites (such as AWIPS support contractor test beds and the
OAR/Global Systems Division AWIPS node). ECMWEF products — and products that
are directly and exclusively derived from them — may not be accessed from AWIPS
for provision to third parties.

e Second, the ECMWEF grids should be considered "data of opportunity.” By that itis
meant that the availability and timeliness of the ECMWEF grids could, at times, be
somewhat inconsistent or inferior (i.e., relative to other scheduled NOAA operational
products). The potential for somewhat-degraded availability and timeliness is related
to the external nature of the data source (i.e., the European Center) and the
characteristics of some of the intermediate product dissemination legs.

4.1.2 Local Data Grids
Several gridded data sets are produced on the local AWIPS system rather than being
received across the AWIPS SBN:
e GFE: Graphical Forecast Editor
e MPE: Multisensor Precipitation Estimator
e HPE: High-resolution Precipitation Estimator.

4.2  WSR-88D/Terminal Doppler Weather Radar (TDWR) Network
The WSR-88D and Terminal Doppler Weather Radio (TDWR) radar networks plus a few
additional Federal Aviation Administration (FAA) radar sites provide additional data
sources for AWIPS. Most sites receive their radar data via TCP/IP; the others have
dedicated modems. The hardware components involved in radar acquisitions include the
Open Radar Product Generator (ORPG), the Supplemental Product Generator (SPG), the
radar modems, and the VIR switches that connect the modems to the Synchronous
Communication Processors (CPSYNC).
For sites that receive radar data via TCIP/IP, the data enters AWIPS from the ORPG and
the SPG via the AWIPS LAN.
For sites that acquire radar data via dedicated modems, CPSYNC1 handles the radar data
stream, while CPSYNC2 sits idle. The VIR switches allow the radar data stream to be
switched from one CP to the other in the event of a hardware failure. Refer to Chapter 18,
Failover Management Procedures, for detailed information.
Note: The AWIPS Il RadarServer currently only supports "dialing” in the sense that it
can make Class 2 connections over TCP/IP (i.e., the AWIPS WAN). Actual X.25-over-
modem dial-up is not supported.
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Chapter 4 Data Flow Overview

4.3 Local Data Processes

AWIPS Il software is broadly separated into two components: the Common AWIPS
Visualization Environment (CAVE) and the Environmental Data EXchange (EDEX).

e CAVE provides an integrated set of tools for data visualization and manipulation.

e EDEX supports data acquisition, decoding, storage, and preprocessing. Both CAVE
and EDEX utilize a plug-in architecture to support flexible deployments. All AWIPS
Il components are Eclipse Rich Client Platform (RCP) plug-ins; thus all AWIPS II
components utilize a standard organizational structure. This enables code sharing
between CAVE and EDEX.

Most data processing in AWIPS Il requires both an EDEX component for decoding,
processing, and storing the data and a CAVE component for retrieving, rendering, and
manipulating the data. As a result, processing for each data type is generally separated
into three parts: 1) a data decoder bundled with EDEX; 2) a rendering component
bundled with CAVE; and 3) a common library bundled with both CAVE and EDEX.
This three-part approach to data processing is illustrated in Exhibit 4.3-1.

AWIPS-II Data Processing

Exhibit 4.3-1. Code Sharing in AWIPS 11

As a consequence of the architectures chosen, a breakdown of AWIPS Il into traditional
Computer Software Configuration Items (CSCI) is problematical. A more productive
approach is to look at functional groupings of software. Table 4.3-1 contains the mapping
of the AWIPS II software into functional groups. This table illustrates how CAVE and
EDEX fit into the general Software Functional Group.
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Table 4.3-1. AWIPS Il Software Functional Groups

‘ Functional Group | Description

Installer Projects Provide support for build component distribution installers for AWIPS II.

Software Build Projects Provide support for building major software systems.

Static Data Projects Include static data files, base configuration files, and standard Python
scripts.

EDEX Infrastructure Projects Provide basic Service Oriented Architecture (SOA) infrastructure for
EDEX. Also provide some shared (library) projects.

EDEX Data Decoder Projects Provide EDEX data decoding functionality.

EDEX/AWIPS Interface Projects | Provide runtime interfaces between EDEX and AWIPS software.
EDEX/CAVE CommonProjects | Provide a library of functionality and interfaces common to both CAVE

and EDEX.
CAVE Core Projects Provide basic CAVE infrastructure.
CAVE Plug-inProjects Provide CAVE data rendering functionality.
COTS/FOSS Projects Provide standard versions of COTS/FOSS software used to support

4.4  Data Routing Overview

The LDM data flow, illustrated in Exhibit 4.4-1, is a 12-step process. Descriptions of
each step follow.
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Exhibit 4.4-1. LDM Data Flow

1. Data is obtained by the LDM noaaportingester from the SBN.
a. The LDM noaaportingester forwards the product to the LDM Writer instance.

b. The LDM Writer instance writes the product to the Data Archive. [Data Archive
(/data_store) directory is mounted on the hosts off the NAS [NAS2].
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c. The LDM writer instance uses the EDEX Bridge to post a message containing
product information to the QPID Message Broker. The product information is the
WMO header and the path to the product file.

2. The EDEX Distribution endpoint obtains the WMO (World Meteorological
Organization) header for the product file identified by the message. The WMO header
is matched against data distribution mappings contained in the data distribution
directory to determine product routing. (The WMO header is usually included in the
message; if it is not, the Distribution service uses the product file name from the
message to determine routing.)

Note: The filesin the data distribution directory are XML (eXtensible Markup
Language) files that contain regular expressions which match WMO headers

with the appropriate data decoder plug-in.

a. At EDEX startup, the EDEX Distribution endpoint reads the Data Distribution
files from the Data Distribution directory in the Localization Store. It uses the
contents of these files to generate the routing table used to determine data routing.
The Data Distribution directory is located at
/awips2/edex/data/utility/common_static/base/distribution.

b. The EDEX Distribution endpoint monitors the Data Distribution directory; when
a file in that directory is modified, it rereads that file and rebuilds its routing table.

3. The EDEX Distribution Service determines the Data Decoder Plug-In registered to
handle the data in the product file.

4. The EDEX Distribution Service forwards the message to the appropriate Data
Decoder Plug-In viathe QPID Message Broker.

5. The EDEX Data Decoder Service on the EDEX (DX) cluster pulls the message from
the QPID Message broker. The Data Decoder Service reads the file pointed to by the
message, decodes the data, and determines the appropriate metadata.

6. The decoded data and metadata are sent to the EDEX Persist endpoint.

7. The EDEX Persist endpoint sends the data to PyPIES and PyPIES writes the data to
the EDEX data store in HDF5 format.

8. The EDEX Persist endpoint sends the metadata obtained to the EDEX Index
endpoint.

9. The EDEX Index endpoint sends the metadata to the PostgreSQL DBMS.
a. The PostgreSQL DBMS writes the metadata to the database.

10. The index endpoint does not merely get the dataURI; it also persists the data object to
the database. Persistence to the database is executed via a plug-in defined data access
object. If the data access object does not override the persistence behavior, then a
default persistence strategy is used. The default strategy for persisting data to the
database is to first check to see if the data received already exists. If it already exists,
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then persistence to the database is not attempted for that data. If the data is unique,
then it is persisted to the database.

11. (Client notification) The Data URI is forwarded to the EDEX URI Aggregator.

b.
C.

Every 5 seconds the aggregated Data URIs are sent to the JMS Alert Topic.

CAVE monitors the JMS Alert Topic to obtain a list of available data. CAVE
determines if it should render the available data.

CAVE retrieves metadata from the EDEX server via a product query sent to the
EDEX thrift endpoint.

CAVE retrieves product data from the EDEX server by accessing the EDEX data
store’s HDF5 files and CAVE renders the data, updating its display as
appropriate.

12. (Subscription) The Data URI is forwarded to the EDEX Subscription endpoint. (This
does not apply to Satellite Data Flow.)

f.

The EDEX Subscription endpoint checks the active subscription listto determine
if a subscription has been registered for the product.

1) If no subscription has been registered for the product, no further action is
taken.

The EDEX Subscription endpoint obtains the script information from the
database.

The EDEX Subscription endpoint obtains a micro-engine to execute the script.
The micro-engine executes the subscription script for the product.

It is important to note that some, but not all, Radar Products follow a slightly different
ingest path. This path is shown in Exhibit 4.4-2. The main differences are as follows:

The Radar Server on the Database (DX) cluster obtains a Radar product from the
ORPG.

The Radar Server writes the product to the Data Archive.

The Radar Server posts a message containing product information to the QPID
Message Broker.

NOTE: Refer to Chapter 7, Ingest of Radar Data, for a more detailed explanation of the Radar

data flow.
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Exhibit 4.4-2. Radar Data Flow
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45  Configuration Files

Data flow in AWIPS Il is controlled by two sets of configuration files: 1) LDM
configuration files; and 2) EDEX Data Distribution files. All of these files are normally
set at system installation; the files are editable, but extreme care must be taken during
editing because malformed files can cause system failure.

The LDM configuration files control the data that is delivered from the SBN to the
EDEX Ingest process; the EDEX Data Distribution files control the internal flow of data
to the appropriate data decoders.

45.1 LDM Configuration

LDM server runs only on the SBN CP. It ingests everything from the SBN.

LDM behavior is controlled by the pgact.conf file, and the patterns are matched against
pgact.conf. LDM writes the product to data_store and posts a QPID message.

e pgact.conf controls how data sent to an instance of LDM is handled. This includes
the data types to be handled and the location of the raw data archive.

NOTE: Modifying pgact.conf will have a severe impact on the data flow.

45.2 EDEX Data Distribution Files

EDEX Data Distribution files are XML files that are bundled with the EDEX Data
Decoders. When EDEX is installed on DX3, DX4, (DX5 and DX6 as it becomes
available) the Data Distribution files are installed into
/awips2/edex/data/utility/common_static/base/distribution, referred to as the “base
distribution directory.” In the standard AWIPS Il installation, the base distribution
directory is physically located on the Network Attached Storage (NAS); each EDEX
installation accesses it via a Network File System (NFS) mount in/awips2/edex/data. As
a result, changes made to a data distribution file on one of the EDEX servers (DX3 —
DX6) will be available on the other EDEX server.

When EDEX is first started, the Distribution Service reads the Data Distribution files and
generates a distribution table matching regular expressions with Data Decoders. The
regular expressions are defined in the Data Distribution files and are matched against the
WMO header of a data file. If the match is met, the file is routed to the data decoder.

NOTE: There isone XML distribution file per data decoder. Using regular expressions,
each XML file specifies which WMO headers are appropriate for that decoder.

Each Data Decoder has a Data Distribution file in the base distribution directory. The
Data Distribution files are named <data type>.xml. For example, the Data Distribution
file for satellite data is named satellite.xml. Each Data Distribution file is a properly
formatted XML document with the following format:
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<?xml version="1.0" encoding="UTF-8" standalone="yes”?>
<requestPatterns xmlns:ns2=""group”>
<regex>pattern</regex>
<regex>pattern</regex>
</requestPatterns>

Example for Radar

<requestPatterns >
<regex>"SDUS[234578]. -*</regex>
<regex>"RadarServer.*</regex>

</requestPatterns>

Example for Satellite,

<requestPatterns xmlns:ns2="'group'>
<regex>Tl.... ....</regex>
</requestPatterns>

The “pattern” in each regex tag is a regular expression that is used to identify a data file.
Normally, the regular expression matches the WMO header of the data in the file; it can
also match the name of the file containing the data.

For example, satellite.xml contains a single regular expression: Tl.... .... (TI, 4 dots,
space, 4 dots). Because a dot in a regular expression matches any character, this pattern
matches a WMO header starting with the characters TI.

For example: TIGEO4 KNES

The Distribution Service monitors the base distribution directory. When one of the data
distribution files changes, the Distribution Service reads the file and updates its routing
table. When the re-read occurs, a message similar to the following message will appear in
the EDEX Ingest log file.

INFO <date> <time> [<thread>] DISTRIBUTION: Change to
distribution file detected. satellite.xml has been modified.

When distribution patterns are reloaded on the D2D, an entry is written to the EDEX
Ingest process logs in each of the EDEX servers.

Once the file has been reloaded, the modified patterns are used for file routing.

To understand why and when to edit these files, consider the following: The LDM uses
the expressions defined in pgact.conf to determine which data to write to files in the data
archive. The LDM generates a message that includes the WMO header information and
forwards it to the EDEX Distribution Service via QPID. When the EDEX Distribution
Service retrieves the message from QPID, it uses the Data Distribution files in the data
distribution directory to determine two things: 1) the data files to process; and 2) the data
decoder to process the files.

As a consequence of this action:
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e Any time a new entry is placed in the pgact.conf file on the LDM server on the
a2cplapps, a corresponding entry must be added, if sufficient pattern doesn’t already
exist, to the appropriate Data Distribution file in the data distribution directory.

Any time an entry is removed from the pgact.conf file, it is recommended the
corresponding entry should be removed from the appropriate Data Distribution file in the
data distribution directory. Failure to do so may result in data loss through the prevention
of application launch, or incorrect distribution patterns.

NOTE: When making the changes, remember that the files being edited need to be
correctly formatted and make sure that there are no typos.

The structure of the message sent to QPID external.dropbox via the EDEX bridge is as
follows.

e The WMO header of the data contained in the file, if it is available
e The location of the data file in the data archive

e The start time for the computation of ingest latency

e The destination queue for the message.

The difference between using the manual end point and “external.dropbox” is who
produces the message. “external.dropbox” is a message queue within QPID. In order to
access “external.dropbox” directly, you need to create an application that can generate the
appropriate message. If you do so, you must copy the file into the data archive (or another
accessible location — it must be accessible to all servers running EDEX) On the other
hand, when you use the manual endpoint, all you do is copy the data file into
/awips2/edex/data/manual on DX3/4 and EDEX does the rest.

NOTE: You should only copy the file you want to be ingested into the manual inbox. Do
not try to interface directly with QPID.

45.2.1 Potential Problems

Problem 1: What if the manual endpoint does not clean up after itself well? That is, it
copies its data to /tmp/sbn/manual; this directory is not purged so it could fill up and
cause a system crash.

Discussion: This is only a problem if the installation is not performed correctly. EDEX
should not be moving files from /awips2/edex/data/manual to /tmp/sbn/manual; it should
be moving manually ingested files from /awips2/edex/data/manual to /data_store/manual.
The LDM scour utility should be managing this directory. (Note that this is more of a
software issue than a documentation issue. If the reviewer really believes this is a
problem he or she should write a ticket (Trac or TTR) to address the issue.)

Problem 2: Obviously, using the manual endpoint for data ingest is easier (at the current
time) than interfacing with QPID, although a script could easily be written to facilitate
using QPID to ingest data (as done in WTDB). What if, because of its ease of use, the
manual endpoint becomes the choice of use for local app developers (and in fact for some
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4.6

regular AWIPS developers for HPE/MPE, LAPS, MSAS, etc.)? The problem is that a
regular process that uses the manual endpoint for data ingest compromises the integrity of
the data archive.

Discussion: If EDEX is configured correctly when it is installed, this is not an issue.
Monitoring Data Ingest

All data ingest operations are logged inthe EDEX logs on the EDEX (DX3/4) server. In
a standard installation, the EDEX logs are located in /awips2/edex/logs. This directory
contains several log files; the files starting with “edex—" are the EDEX logs. The files
starting with “start-" are the start-up logs. The EDEX logs roll over daily and are date
stamped. The naming convention for EDEX logs is edex-{instance name}-

yyyymmdd.log.

edex-ingest-20130212.1og
edex-ingestDat-20130212.1og
edex-ingest-gen_areal ffg-20130212.10og
edex-ingestGrib-20130212.1og
edex-ingest-purge-20130212.1og
edex-ingest-radar-20130212.1og
edex-ingest-satellite-20130212.10g
edex-ingest-shef-20130213.10g
edex-ingest-shef-performance-20130212. log
edex-ingest-smartinit-20130212.10g
edex-ingest-text-20130212.1og
edex-ingest-unrecognized-Ffiles-20130212.1og
edex-request-20130212.1og
edex-request-productSrvRequest-20130212.1og
edex-request-thriftSrv-20130212.1og
edex-ingest-archive-20130212.log
edex-ingest-activeTableChange-20130212. 1og
edex-ingestGrib-activeTableChange-20130212.1og
edex-ingestCGrib-performance-20130212.1og
edex-ingestDat-performance-20130212.10og
edex-ingest-performance-20130212.1og
edex-request-performance-20130212. log
edex-ingest-gen_areal_gpe-20130212.10g
start-edex-ingest-20130212.1og
start-edex-ingestDat-20130212. log
start-edex-ingestGrib-20130212.1og
start-edex-request-20130212.10og
edex-request-hibernate-20130212.1og
edex-ingest-hibernate-20130212.1og
edex-ingest-ohd-20130212.1og
edex-request-textdbSrvRequest-20130212.1og
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edex-request-sportima-20130212.1og
edex-ingestGrib-hibernate-20130212. 1og

4.6.1 EDEX Log Types

The logs break down into seven different types:

1. EDEX process logs. Each EDEX process writes to a separate log. The log file names
are edex-ingest-yyyymmdd.log, edex-ingestDat-yyyymmdd.log, edex-ingestGrib-
yyyymmdd.log, and edex-request-yyyymmdd.log. These logs contain startup
messages and most other messages, including errors, for the EDEX processes. The
specific logs that are actually present depend on how EDEX is started.

e edex-ingestGrib-<yyyymmdd>.log
edex-ingestGrib handles the Grid Products.

e edex-ingest-satellite-<yyyymmdd>.log
edex-ingest-satellite handles the Satellite products.

o edex-ingest-radar-<yyyymmdd>. log
edex-ingest-radar handles the Radar products.

e edex-ingest-text-<yyyymmdd>.log
edex-ingest-text handles other products (metar, sfccobs, etc.).

e edex-ingest-<yyyymmdd>. log (edex-ingest handles other products
(lightning, MOS, etc.).

edex-ingest-activeTableChange-<yyyymmdd>. log (activeTableChange)
edex-ingest-gen_areal_ ffg-<yyyymmdd>.log (Flash Flood Guidance)
edex-ingest-gen_areal_gpe-<yyyymmdd>. log (QPE)

e edex-ingestDAT-<yyyymmdd>. log (edex-ingestDAT handles backend data
services for the Decision Aid Tools, such as FFMP and SCAN)

e edex-request-sportima-<yyyymmdd>.log (sportima)

Note: Requests to the thrift service no longer go to the edex-request log; they go
to the log edex-request-thriftSrv. This consists of most of the requests from
CAVE and a few requests from python command line utilities, such as some GFE
items. The productSrv (aka uengine) serviceis unchanged and therefore will be
still logging to the old place (a few spots in CAVE and localapps still use
productSrv). The thriftSrv log contains a log entry for every request received. In
the past these were only logged if it took longer than 200 ms; now, every request
islogged. Requests from CAVE include the workstation id, which indicates the
user (<username>), network address (<Ix3-tbw3>), process name (<CAVE>),
process id (<17176>), etc., and a unique identifier string. On the CAVE side, the
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console log has an entry for each request that takes one second or more to
complete. This log entry also contains the unique identifier, so when CAVE
reports a slow request, it can be matched to an edex entry on dx3 or dx4 by
finding the matching unique id intheir logs.

2. Data type-specific logs. Logs with names similar to edex-ingest-<data-type>-

yyyymmdd.log contain messages relating to a specific data type. These include both
status messages and error messages. For a data type having its own log file, this is the
log to examine to find and diagnose problems. The ingest-shef log file describes the
shef decoder, although it is fed by the NWSTG feed.

edex-ingest-unrecognized-files log. This log is probably among the most important
of them all. The edex-ingest-unrecognized-files-yyyymmdd.log can be checked to
determine if data ingest is failing due to a problem with distribution files.
Unfortunately, the unrecognized file log only identifies the file that was
unrecognized; it does not provide a path to the file.

EDEX startup logs. Files with names starting with “start” capture messages
generated by the edex_camel service script. They are start-edex-ingest, start-edex-
ingestGrib, start-edex-ingestDat, and start-edex-request logs. In normal operation,
these log files will be zero size.

*-active TableChange-*.log files. These log files are written to when the active table
is updated. This will normally only happen in ingest and request JVMs. These logs
were added to see what changes are (or are not) being made to the active table.

*-performance-*.log files. These files are used to log performance-related
information to allow the users to determine how long operations are taking in order to
find performance issues or to verify if they are meeting performance metrics.

*-gen_areal_qgpe-* logs. These logs are written to during the generation of gpe
mosaics. When the gpe grids from the RFCs are combined into a mosaic image, the
process is logged in the gen_areal _gpe logs.

hibernate files. The hibernate log file will now be produced for each EDEX instance.
Any errors produced by org.hibernate will be logged to this file. This log file should
primarily be referenced whenever there are persistence errors in the EDEX instance
logs.

The log file is a plain ASCII text file and can be viewed using any text viewing utility
such as more, less, view, or tail.

To get a general view of processing, open a terminal sessionto the server and enter the
following commands:

On DX3/DX4:
TYPE.: cd Zawips2/edex/logs
TYPE: date +%F
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2013-02-12

TYPE: Is edex-*20130212*

edex-ingest-20130212.1og
edex-ingestDat-20130212.1og
edex-ingest-gen_areal ffg-20130212.10og
edex-ingestGrib-20130212.10g
edex-ingest-purge-20130212.1og
edex-ingest-radar-20130212.1og
edex-ingest-satellite-20130212.1og
edex-ingest-shef-20130213.log
edex-ingest-shef-performance-20130212.10og
edex-ingest-smartinit-20130212.1og
edex-ingest-text-20130212.1og
edex-ingest-unrecognized-files-20130212.10og
edex-request-20130212.1og
edex-request-productSrvRequest-20130212.1og
edex-request-thriftSrv-20130212.10og
edex-ingest-archive-20130212.1og
edex-ingest-activeTableChange-20130212.1og
edex-ingestGrib-activeTableChange-20130212.1og
edex-ingestGrib-performance-20130212.log
edex-ingest-performance-20130212.1og
edex-request-performance-20130212.1og
edex-ingestDat-performance-20130212.1og
edex-ingest-gen_areal _qpe-20130212.10og
start-edex-ingest-20130212. log
start-edex-ingestDat-20130212.1og
start-edex-ingestGrib-20130212. log
edex-i1ngest-ohd-20130212. 1og
edex-request-textdbSrvRequest-20130212.1og
start-edex-request-20130212.10og
edex-request-hibernate-20130212.1og
edex-ingest-hibernate-20130212. 1og
edex-request-sportlma-20130212.1og
edex-ingestGrib-hibernate-20130212.10og

For ingestGrib,

TYPE: tail -f edex-ingestGrib-20130212.1og
For Satellite,
TYPE: tail -f edex-ingest-satellite-20130212.10g
For Radar,
TYPE: tail -f edex-ingest-radar-20130212.log
For Archive,
TYPE: tail -f edex-ingest-archive-20130212.1og
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For GFEPerformance,

TYPE: tail -f edex-ingest-GFEPerformance-20130212.1og
For hibernate,

TYPE: tail -f edex-ingest-hibernate-20130212.10og
For active TableChange,

TYPE: tail -f edex-ingest-activeTableChange-
20130212 .10g

For areal _qpe,

TYPE.: tail -f edex-ingest-gen_areal _qgpe-20130212.1og
For sportima,
TYPE.: tail -f edex-ingest-sportlma-20130212.1og

For other products (referto Chapter 6),
TYPE.: tail -f edex-ingest-20130212.10og

TYPE.: tail -f edex-ingest-text-20130212.1og

4.6.2 EDEX Log Format

To monitor a specific ingest stream, a little understanding of the logging strategy used by
EDEX is required. After ingest of each data file is complete, the ingest endpoint prints a
single line to the EDEX system log. The format of the log entry is

INFO <<date-time>> [thread] Ingest: <<type>>:: <<file name>> <<statistics>>
Where,
<<date-time>> is the date-time stamp (format yyyy-mm-dd hh:mm:ss,ttt)
[thread] identifies the Camel thread that ran the decoder.
<<type>> identifies the data type, e.g., grib, radar.

<<file name>> is the path to the file that was processed, including the unique
product sequence number.

<<statistics>> lists the ingest statistics for the file. There are two statistics
provided: process time and latency. (See note at the end of this section for more
information on latency.)

A typical log entry for a grib product in edex-ingestGrib-YYYYMMDD.log is

INFO 2014-09-02 00:00:48,435 [Ingest.GribDecode-2] Ingest:
EDEX: Ingest - grib2::
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/data_store/grib2/20140901/23/RUC2/GRID130/2300Z_F015_ HGHT-
LHDZ12_ KWBG_012300_67711271.grib2.2014090200 processed in:
0.0800 (sec) Latency: 0.1270 (sec)

The information from this entry is formatted as:

Date: 2014-09-02

Time: 00:00:48

Thread: [Ingest.GribDecode-2]

Type: grib2

Path to File:
/data_store/grib2/20140901/23/RUC2/GR1D130/2300Z_F015 HGHT-
LHDZ12_KWBG_012300_67711271.grib2.2014090200

Sequence Number: 67711271

Process Time: 0.2800 (sec)

Latency: 0.2860 (sec)
A typical log entry for Satellite in edex-ingest-satellite-YYMMDD.log is

INFO 2016-04-15 00:09:45,086 [Ingest.Gini-1] Ingest: EDEX:
Ingest - satellite:: /data_store/sat/20160415/00/GOES-
15/0000Z__1R_8km_AK-NATIONAL-
TIGBO2_KNES_89233006.satz.2016041500 processed in: 0.0750
(sec) Latency: 0.1060 (sec)

INFO 2016-04-15 00:09:51,099 [Ingest.Gini-1] Ingest: EDEX:
Ingest - satellite:: /data_store/sat/20160415/00/GOES-

15/0000Z_VI1S_8km_AK-NATIONAL-
TIGBO1_KNES_ 89233034 .satz.2016041500 processed in: 0.0910

(sec) Latency: 0.1110 (sec)

INFO 2016-04-15 00:11:22,939 [Ingest.Gini-1] Ingest: EDEX:
Ingest - satellite:: /data_store/sat/20160415/00/GOES-
15/0000Z_WV_4km_WEST-CONUS-
TIGWO5_KNES_250978.satz.2016041500 processed in: 0.0910
(sec) Latency: 0.1030 (sec)

A typical log entry for Radar in edex-ingest-radar-YYMMDD.log is

INFO 2014-09-02 00:00:04,116 [Ingest.Radar-1] Ingest:
EDEX: Ingest - radar-sbn::
/data_store/radar/20140901/23/KUEX/NOQ/KUEX_NOQ_012359-
SDUS53_KGID_404789659.rad.2014090200 processed in: 0.0340
(sec) Latency: 0.0500 (sec)

INFO 2014-09-02 00:00:05,155 [Ingest.RadarRadarServer-1]
Ingest: EDEX: Ingest - radar-local::
/data_store/radar/kfdr/SRM/elev3_4/resl/level1l6/kfdr.56.201
40901 2355 processed in: 0.0220 (sec) Latency: 0.0310 (sec)

A typical log entry for products like metar, MOS in edex-ingest-text-YYMMDD.log is
INFO 2015-01-28 00:00:01,368 [Ingest.Text-1] Ingest: EDEX:
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Ingest - text::
/data_store/summaries/20150127/23/AWUS83_KBIS_272359_ 829433
441.2015012800 processed in: 0.0060 (sec) Latency: 0.0340
(sec)

INFO 2015-01-28 00:00:08,954 [Ingest.Text-2] Ingest: EDEX:
Ingest - text::
/data_store/forecast/20150128/00/FTAGO1_SABM_ 280000 8294336
29.2015012800 processed in: 0.0290 (sec) Latency: 0.0470
(sec)

INFO 2015-01-28 00:03:01,462 [Ingest.Text-1] Ingest: EDEX:
Ingest - text::

/data_store/metar/20150128/00/SAIR32_0OI111_280000_829438196.
2015012800 processed in: 0.0010 (sec) Latency: 0.0230 (sec)

INFO 2015-01-28 00:03:13,964 [Ingest.Text-2] Ingest: EDEX:
Ingest - text::

/data_store/shef/20150128/00/FGUS51_ KWOH_280002_829438729.2
015012800 processed in: 0.0050 (sec) Latency: 0.3410 (sec)

INFO 2015-01-28 00:03:13,808 [Ingest.Text-1] Ingest: EDEX:
Ingest - text::
/data_store/maritime/20150128/00/SXUS23_KWNB_280000_8294386
38.2015012800 processed in: 0.0030 (sec) Latency: 0.2800
(sec

INFO 2015-01-28 00:03:13,955 [Ingest.Text-2] Ingest: EDEX:
Ingest - text::
/data_store/upperair/20150127/23/UDASO2_BABJ 272358 8294387
21.2015012800 processed in: 0.0070 (sec) Latency: 0.3320
(sec)

A typical log entry for all other products (e.g.: binlightning ) in edex-ingest-
YYMMDD.log is

INFO 2015-08-24 00:00:27,345 [Ingest.binlightning-1]
BinLightningDecoder: EDEX -
/data_store/binlightning/20150823/23/SFPA41_KWBC_232358 370
53073.n1dn.2015082400 - decoding as bit-shifted data

INFO 2015-08-24 00:00:27,345 [Ingest.binlightning-1]
BinLightningDecoderUtil: EDEX -
getBitShiftedDataStrikeCount(): found 2 groups of bit-
shifted data pattern, which contains 117 strikes.

ERROR 2015-08-24 00:00:27,345 [Ingest.binlightning-1]
BinLightningDecoder: EDEX - Discarding data with invalid
bin range of 20150823235854 to 20200830001700

INFO 2015-08-24 00:00:27,345 [Ingest.binlightning-1]
Ingest: EDEX: Ingest - binlightning::
/data_store/binlightning/20150823/23/SFPA41_KWBC_232358 370
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53073.n1dn.2015082400 processed in: 0.0030 (sec) Latency:
0.0920 (sec)

Time spent iIn persist: 57

A typical log entry for ohd logs in edex-ingest-ohd-YYMMDD.log is

4.7

INFO 2014-10-24 00:08:34,113 [Ingest.dpa-1] DecodeDpaSrv:
Re-writing contents of file: KFCX_DPA 240001-

SDUS51 KRNK_570650261.rad.2014102400 to
/awips2/edex/data/share/hydroapps/precip_proc/local/data/dp
a_gather/KFCX_DPA_240001-

SDUS51 KRNK_570650261.rad.2014102400

This information is logged into the EDEX process logs for every file that is ingested. The
general format of the message is INFO <date> <time> [thread] Ingest: <type>:: <file>
processed in: <time> Latency: <time>. (Note that there are two spaces between INFO
and the start of the date stamp.) This pattern can be used to monitor the EDEX Ingest
process logs for ingest latency, using the pattern to filter out undesirable messages.

NOTE: Latency is the elapsed time between when the AWIPS Il system first contacts a

data file and when the data has been ingested, decoded, and is ready for retrieval
by either CAVE or another client application. The “first contact” depends on the
data type. For most data types, latency measurement starts when the product has
been downloaded by the LDM Writer on the CP1f. This latency start time is
part of the message generated by the LDM’s EDEX Bridge and sent to QPID
(on the CP1/2 cluster) for processing by EDEX. For Radar products obtained
from the ORPG via the AWIPS Il Radar Server, latency measurement starts
when the product is downloaded by the Radar Server on the DX1/2 cluster. In
the case of ORPG products, the latency start time is part of the message sent by
the Radar Server to QPID. Note that this latency measure is strictly internal for

the AWIPS Il data ingest subsystem.

General Monitoring of the EDEX System

To monitor the EDEX logs for other specific events,

Open a terminal session to the dx3 or dx4 EDEX server.
Change directory to the edex log directory /awips2/edex/logs.

Tail the current log file and pipe the output into grep with the appropriate search
string. To determine the search string, first examine the appropriate EDEX log to find
the event you want to monitor, and then determine the search pattern.

Here are some specific events captured from the EDEX log.

edex-ingest.log

LVR VAOOO1 2247S 16522E 232059 F360 MS470 271/075 TBO SO031
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333 F360 VGOO00=

>toPointData

INFO 2014-03-24 00:00:30,589 [gfeDataURINotification-1]
IFPServer: EDEX - Processing 11 grid DataURINotifications

WARN 2014-03-24 00:00:30,598 [gfeDataURINotification-1]
D2DGridDatabase: EDEX - No gridParameterinfo found for
refc_EA:OUN_GRID D2D RUC13 20140323 2300. Check parameterinfo
file.

Time spent in persist: 35

INFO 2014-03-24 00:00:30,604 [Ingest.airep-1] Ingest: EDEX:
Ingest - airep::
/data_store/upperair/20140324/00/UDOCO1_AMMC 240000 5731021.20
14032400 processed in: 0.7260 (sec) Latency: 16.7900 (sec)

====240000 AMDAR

INFO 2014-03-24 05:26:00,079 [loReceiver -
cplf/165.92.24.60:5672] ClientDelegate: Idle timeout is O
sec. Heartbeats are disabled.

ERROR 2014-03-24 05:26:00,094 [DefaultQuartzScheduler-
rpgenvdata-camel_Worker-5] RPGEnvironmentalDataManager :
EDEX - Unknown radar 1D 323

4.7.1 EDEX Log Event Levels

Note that each “event” in the above section starts with either FATAL, ERROR, WARN,
INFO, or DEBUG and continues to the start of the next “event.”

The ERROR level designates error events that might still allow the application to
continue running.

The FATAL level designates very severe error events that will presumably lead the
application to abort.

The INFO level designates informational messages that highlight the progress of the
application at coarse-grained level.

The WARN level designates potentially harmful situations.

The DEBUG Level designates fine-grained informational events that are most useful
to debug an application.

A “significant event” is anything a developer has decided should be logged. The
AWIPS 1l system is built on top of a number of Open Source projects (Camel,
Hibernate, etc.), which is referred to as platform code. Some of the logging is from
the platform code. An example of logging generated by the platform code is a
database error. Database errors are usually generated by the platform code. An
example of a database error (somewhat truncated) is

ERROR 2014-08-30 17:15:29,952 [Ingest.pirep-1] IndexSrv:
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Error occurred during persist

org.hibernate.exception.GenericJDBCException: Could not
execute JDBC batch update

at
org-hibernate._exception.SQLStateConverter_handledNonSpecifi
cException(SQLStateConverter.java:140) ~[hibernate3.5.6-
Final _jar:3.5.6-Final]

at
org.hibernate.exception.SQLStateConverter.convert(SQLStateC
onverter.java:128) ~[hibernate3.5.6-Final.jar:3.5.6-Final]

at
org.hibernate.exception.JDBCExceptionHelper.convert(JDBCExc
eptionHelper.java:66) ~[hibernate3.5.6-Final.jar:3.5.6-
Final]

Other ERROR messages are generated by AWIPS Il-specific code. An example of an
error generated by AWIPS 11 code is

ERROR 2014-09-02 14:34:39,816 [Ingest.dpa-1] DecodeDpaSrv:
DPA Product not decoded. DpaDecoder process terminated with
exit code: 1

As a general rule, all “ERROR” messages and most “WARN” messages shown below
are important. (Unfortunately, some messages logged as ERROR should be WARN.)

00:01:29,174 |-WARN in
c.g-l.core.rolling.helper.TimeBasedArchiveRemover -
Unexpected periodsElapsed value 0O

WARN 2014-09-02 13:40:12,403 [qgpfGenerate-1] QPFGenerator:
QPFConfig: No previous data for QPF. Check the RADAR OP
Mode.

INFO messages can also be important. The only person who can determine if a message
is important is the person analyzing the log. For example, every file that is ingested is
logged with an INFO message. The message will be similar to

INFO 2013-02-12 00:00:02,962 [Ingest.sfcobs -1] Ingest:
EDEX: Ingest - sfcobs::
/data_store/maritime/20130211/23/5XUS21_KWNB_112300_6169854
4.2013021200 processed in: 0.1960 (sec) Latency: 0.2050

(sec)

This message can become important in either of these scenarios:

e [f auser is attempting to trace dataflow through the system, this message verifies that
the file SXUS21_KWNB_112300 _61698544.2013021200 has been ingested.

e [fauser is interested in system performance, the actual latency time reported
becomes important.
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In fact, what is not logged can also be “important.. The best example here is trying to
trace data through the system. If the LDM reports that a file was written to the data
archive but there is no corresponding “processed” log entry in the EDEX logs, this is
significant/important information and it needs to be checked out.

— Hard copies uncontrolled. Verify effective date prior to use. —

4.8 Monitoring the LDM Data Flow
The data flow from the LDM may be monitored using the Idmadmin tool. The watch
option on this tool provides a running list of the LDM’s activity. This will show the data
passing through the LDM. To use this tool, first log onto the LDM server (CPSBN) as the
Idm user, and then enter:
Idmadmin watch
(Type ~D when finished)
Jun 13 17:28:58 pqutil INFO: 9067 20160613172857.704 NEXRAD3
339091045 SDUS82 KMFL 131727 /pNOKAMX Inids/
Jun 13 17:28:58 pqutil INFO: 18950 20160613172857.705 NEXRAD3
339091046 SDUS84 KOUN 131726 /pN2HFDR !nids/
Jun 13 17:28:58 pqutil INFO: 6146 20160613172857.706 NEXRAD3
339091047 SDUS89 PAFG 131726 /pN2KAPD !nids/
Jun 13 17:28:58 pqutil INFO: 3840 20160613172857.706 NEXRAD3
339091048 SDUS29 PAFG 131725 /pN3UAEC !nids/
Jun 13 17:28:58 pqutil INFO: 24741 20160613172857.707 NEXRAD3
339091049 SDUS53 KMKX 131728 /pTROMKE
Jun 13 17:28:58 pqutil INFO: 9019 20160613172857.708 NEXRAD3
339091050 SDUS39 PAFG 131725 /pN3SAEC
Jun 13 17:28:58 pqutil INFO: 95010 20160613172857.715 NEXRAD3
339091051 SDUS84 KLIX 131726 /pNIXLIX Inids/
Jun 13 17:28:58 pqutil INFO: 6755 20160613172857.716 NEXRAD3
339091052 SDUS89 PAFG 131726 /pHHCAPD !Inids/
Jun 13 17:28:58 pqutil INFO: 6029 20160613172857.716 NEXRAD3
339091053 SDUS84 KLIX 131726 /pNIMLIX
Jun 13 17:28:58 pqutil INFO: 4148 20160613172857.717 NEXRAD3
339091054 SDUS84 KMOB 131726 /pDPREVX Inids/
Use the -f option and specify a FEED TYPE to see only products from that LDM feed.
Examples follow.
Idmadmin watch —f NNEXRAD
(Type ~D when finished)
Feb 13 14:45:30 pqutil INFO: 16586 20130213144529.997 NEXRAD3
65743231 SDUS52 KCHS 131444 /pNOQCLX !nids/
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Feb 13 14:45:30 pqutil INFO: 165 20130213144529.997 NEXRAD3
65743232 SDUS33 KSGF 131439 /pNMDSGF !nids/

Feb 13 14:45:30 pqutil INFO: 2298 20130213144529.997 NEXRAD3
65743233 SDUS53 KLBF 131440 /pNTPLNX

Feb 13 14:45:30 pqutil INFO: 1296 20130213144530.011 NEXRAD3
65743234 SDUS53 KSGF 131439 /pNCRSGF

Feb 13 14:45:30 pqutil INFO: 11509 20130213144530.082 NEXRAD3
65743242 SDUS53 KABR 131444 /pNORABR

Feb 13 14:45:30 pqutil INFO: 8287 20130213144530.099 NEXRAD3
65743243 SDUS73 KABR 131444 /pNOZABR

I[dmadmin watch —f GRID
(Type ~D when finished)

Jan 06 15:51:34 pqutil INFO: 83790 20140106155134.021  NGRID
23276444 LVOF97 KWBC 061200
Igrib2/ncep/GFS/#254/201401061200F030/VREL/0 K*m**2*kg-1*s-1 POTV

Jan 06 15:51:34 pqutil INFO: 78746 20140106155134.029  NGRID
23276445 LVOF97 KWBC 061200
Igrib2/ncep/GFS/#254/201401061200F030/VREL/1 K*m**2*kg-1*s-1 POTV

Jan 06 15:51:34 pqutil INFO: 61034 20140106155134.037  NGRID
23276446 LVOF96 KWBC 061200
Igrib2/ncep/GFS/#254/201401061200F030/VREL/0 - MWSL

Jan 06 15:51:34 pqutil INFO: 1264 20140106155134.037  NGRID
23276447 MHGL98 KWBT 061200
Igrib2/ncep/GFS/#255/201401061200F027/HGHT/0 - NONE

Jan 06 15:51:34 pqutil INFO: 7227 20140106155134.037  NGRID
23276448 ELCM88 KWBJ 061200
Igrib2/ncep/GMGWM/#255/201401061200F051/WVHGT/0 - NONE

Jan 06 15:51:34 pqutil INFO: 146981 20140106155134.052  NGRID
23276449 LPOF97 KWBC 061200
Igrib2/ncep/GFS/#254/201401061200F030/PRES/0 K*m**2*kg-1*s-1 POTV

Jan 06 15:51:34 pqutil INFO: 78358 20140106155134.061  NGRID
23276450 LUOF97 KWBC 061200
Igrib2/ncep/GFS/#254/201401061200F030/UREL/2 K*m**2*kg-1*s-1 POTV

Jan 06 15:51:35 pqutil INFO: 24587 20140106155134.258  NGRID
23276451 EYDM88 KWBJ 061200
Igrib2/ncep/GMGWM/#255/201401061200F051/SWPER/1 - OSEQ

Jan 06 15:51:35 pqutil INFO: 76360 20140106155135.018  NGRID
23276452 LUOF97 KWBC 061200
Igrib2/ncep/GFS/#254/201401061200F030/UREL/2 K*m**2*kg-1*s-1 POTV

Jan 06 15:51:35 pqutil INFO: 11815 20140106155135.019  NGRID
23276453 ERCM88 KWBJ 061200
Igrib2/ncep/GMGWM/#255/201401061200F051/DRCT/0 — NONE

Jan 06 15:51:35 pqutil INFO: 39550 20140106155135.022  NGRID
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23276454 LEOF98 KWBC 061200
Igrib2/ncep/GFS/#254/201401061200F030/P06M/0 - NONE

Idmadmin watch —f HDS
(Type ~D when finished)

Jun 13 17:29:48 pqutil INFO: 24188 20160613172947.624 HDS
339092834 1UCN21 RKSL 131645

Jun 13 17:29:48 pqutil INFO: 21248 20160613172947.626 HDS
339092835 IUCN47 RKSL 131645

Jun 13 17:29:48 pqutil INFO: 23812 20160613172947.628 HDS
339092836 IUCN42 RKSL 131645

Jun 13 17:29:48 pqutil INFO: 23812 20160613172947.630 HDS
339092839 IUCNO5 RKSL 131645

Jun 13 17:29:48 pqutil INFO: 66710 20160613172947.636 HDS
339092844 ZETA98 KTUA 131729 /mNWS_152
Igrib/nws/NWS_152/#255/201606130200/F001/03TOT/sfc/

Idmadmin watch —f NIMAGE
(Type ~D when finished)

Nov 06 13:28:03 pqutil INFO: 47600 20121106132802.869 NIMAGE
6851 satz/ch2/GOES-15/SOUND-11.03/20121106 1301/WEST-CONUS/10km/
TIGW48 KNES 061301

Nov 06 13:28:07 pqutil INFO: 33639 20121106132807.005 NIMAGE
6852 satz/ch2/GOES-15/SOUND-7.43/20121106 1301/WEST-CONUS/10km/
TIGWS50 KNES 061301

Nov 06 13:28:09 pqutil INFO: 31610 20121106132809.217 NIMAGE
6853 satz/ch2/GOES-15/SOUND-7.02/20121106 1301/WEST-CONUS/10km/
TIGWS1 KNES 061301

Nov 06 13:28:13 pqutil INFO: 23654 20121106132813.535 NIMAGE
6854 satz/ch2/GOES-15/SOUND-6.51/20121106 1301/WEST-CONUS/10km/
TIGWS2 KNES 061301

Nov 06 13:28:15 pqutil INFO: 31514 20121106132814.754 NIMAGE
6855 satz/ch2/GOES-15/SOUND-4.45/20121106 1301/WEST-CONUS/10km/
TIGWS5 KNES 061301

Idmadmin watch —f IDS
(Type ~D when finished)

Jan 06 15:52:19 pqutil INFO: 315 20140106155219.378 IDS|DDPLUS
10998153 SXB0O40 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 76 20140106155219.378 I1DS|DDPLUS
10998154 SRKS20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 177 20140106155219.379 IDS|DDPLUS

10998155 SRMN70 KWAL 061551
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Jan 06 15:52:19 pqutil INFO: 96 20140106155219.379 1DS|DDPLUS
10998156 SRWY20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 143 20140106155219.380 IDS|DDPLUS
10998157 SRNJ20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 144 20140106155219.380 IDS|DDPLUS
10998158 SRPA20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 186 20140106155219.380 IDS|DDPLUS
10998159 SROK20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 144 20140106155219.381 IDS|DDPLUS
10998160 SRPA30 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 144 20140106155219.387 I1DS|DDPLUS
10998161 SRNY20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 224 20140106155219.387 I1DS|DDPLUS
10998162 SRAL75 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 113 20140106155219.387 IDS|DDPLUS
10998163 SRLA20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 129 20140106155219.388 IDS|DDPLUS
10998164 SXCO50 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 160 20140106155219.388 IDS|DDPLUS
10998165 SROH30 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 123 20140106155219.388 1DS|DDPLUS
10998166 SXUT50 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 130 20140106155219.389 IDS|DDPLUS
10998167 SRWV30 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 167 20140106155219.389 IDS|DDPLUS
10998168 SXCA50 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 436 20140106155219.389 IDS|DDPLUS
10998169 SXCN40 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 118 20140106155219.390 IDS|DDPLUS
10998170 SRMO20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 136 20140106155219.390 IDS|DDPLUS
10998171 SXID50 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 155 20140106155219.390 IDS|DDPLUS
10998172 SXXX03 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 128 20140106155219.397 1DS|DDPLUS
10998173 SRLA30 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 134 20140106155219.397 I1DS|DDPLUS
10998174 SRSA40 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 192 20140106155219.397 IDS|DDPLUS
10998175 SRMD20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 144 20140106155219.398 IDS|DDPLUS
10998176 SXCA50 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 143 20140106155219.398 IDS|DDPLUS
10998177 SRNJ20 KWAL 061551
Jan 06 15:52:19 pqutil INFO: 167 20140106155219.398 IDS|DDPLUS
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10998178 SXCH40 KWAL 061551

Jan 06 15:52:19 pqutil INFO: 191 20140106155219.399 IDS|DDPLUS
10998179 SRNY20 KWAL 061551
Jan 06 15:52:20 pqutil INFO: 163 20140106155220.366 1DS|DDPLUS

10998180 SXMX40 KWAL 061551

To see connections, open with Idm.,
netstat -ta | grep ldm

[1dm@cpsbn2-box ~]$ netstat -ta | grep Ildm

tcp 0 0 cpsbnl-tbw3.er.:unidata-ldm *:*
LISTEN

To monitor the product queue v.

pgmon
Aug 09 15:24:55 pgmon NOTE: Starting Up (15747)
Aug 09 15:24:55 pgmon NOTE: nprods nfree nempty nbytes
maxprods maxfree minempty maxext age
Aug 09 15:24:55 pgmon NOTE: 75133 1 169006 999891712 81526

3 162613 109824 1652
Aug 09 15:24:55 pgmon NOTE: Exiting

[Note: The pgmon command is useful for looking at the state of the products queue, and
whether or not the existing product queue size is sufficient for the amount of data coming
in]

To check for the running of the LDM
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ps -U Idm -u ldm u

Idm 16631 0.0 0.0 24004 1200 ? Ss  Jun09 0:02 Idmd -1
165.92.24.50 -P 388 -M 256 -m 3600 -o 3600 -qg Zusr/lo

Idm 16633 1.5 3.0 1013216 990444 ? S Jun09 88:48 pgact -e
Idm 16634 0.1 0.1 224648 35032 ? Sl Jun09 10:38 edexBridge -
vxl Zusr/local/ldm/logs/edexBridge.log -s cplf

root 16635 3.4 3.2 1139568 1078336 ? SLI  Jun09 200:20
noaaportlngester -b 10000 -m 224.0.1.1 -n -¢c -u 3 -t mhs -r 1

root 16636 0.3 3.2 1162776 1081164 ? SLI Jun09 19:13
noaaportlngester -b 10000 -m 224.0.1.2 -n -¢c -f -u 4 -t mhs -

root 16637 5.9 4.0 1381788 1320184 ? SLI  Jun09 345:21
noaaportlngester -b 10000 -m 224.0.1.3 -n -¢c -u 5 -t mhs -r 1

root 16638 0.1 3.2 1142084 1064312 ? SLI Jun09 8:15
noaaportlngester -b 10000 -m 224.0.1.4 -n -¢c -u 6 -t mhs -r 1

root 16639 0.3 3.2 1154968 1073320 ? SLI Jun09 19:48
noaaportlngester -b 10000 -m 224.0.1.5 -n -¢c -u 7 -t mhs -r 1

root 16640 0.0 3.2 1136840 1058840 ? SLI Jun09 0:01
noaaportlngester -b 10000 -m 224.0.1.6 -n -¢c -u 4 -t mhs -r 1

root 16641 0.0 3.2 1136840 1058840 ? SLI Jun09 0:01
noaaportlngester -b 10000 -m 224.0.1.7 -n -¢c -u 7 -t mhs -r 1

root 16642 0.0 3.2 1136840 1058840 ? SLI Jun09 0:01
noaaportlngester -b 10000 -m 224.0.1.8 -n -¢c -u 7 -t mhs -r 1

root 16643 0.0 3.2 1136840 1055012 ? SLI Jun09 0:01
noaaportlngester -b 10000 -m 224.0.1.9 -n -¢c -u 4 -t mhs -r 1

root 16644 0.0 3.2 1136840 1055012 ? SLI Jun09 0:01

noaaportlngester -b 10000 -m 224.0.1.10 -n -c -u 4 -t mhs -r

NOTE: Ateach AWIPS site, there are two CPSBNs responsible for receiving GOES
products and a combination of NCEP products from the NCF. No site has more
than two CPSBNs unless it has an NRS.

Although each of the two CPSBNs (CPSBN1 and CPSBN2) receive the entire stream of
data, for AWIPS Il only one CP is configured to forward the entire data to AWIPS data
acquisition server. The data are split by channels, and at any point in time only one
CPSBN forwards channel data so duplicate data are not being ingested. Because each
CPSBN can process the entire data stream, they back each other up. When one CPSBN is
actively processing all 4 channels, the other CPSBN will be the hot spare. To check
channels received, examine the ldmd.conf file to look at running Idm processes.

[Note: The CP ingest istied to the cplf package. The hb_stat output will show the
following.]

Jul 17 15:36:08

Member Status

Heartbeat Status Monitor

Member Status  IP address

cpsbnl-oax  Up 165.92.109.50

cpsbn2-oax  Up 165.92.109.51
========= Service Status —=========
Service IPaddr Cronfile Owner  Start Time
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a2cplapps  165.92.109.60 a2cplcron,a2SIT cpsbnl-oax 2013-06-06 14:12:42
azcp2apps  165.92.109.62 a2cp2cron,a2SIT none down
[root@cpsbnl-tbw3]# ps —weflgrep noaaport
root 16635 16631 3 Jun09 ? 03:20:21 noaaportlngester -b

10000 -m 224.0.1.1 -n -¢c -u 3 -t mhs -r 1 -s NMC

root 16636 16631 O Jun09 ? 00:19:13 noaaportlingester -b
10000 -m 224.0.1.2 -n -¢c -f -u 4 -t mhs -r 1 -s GOES

root 16637 16631 5 Jun09 ? 05:45:22 noaaportlingester -b
10000 -m 224.0.1.3 -n -¢c -u 5 -t mhs -r 1 -s NMC2

root 16638 16631 0O Jun09 ? 00:08:15 noaaportlingester -b
10000 -m 224.0.1.4 -n -c -u 6 -t mhs -r 1 -s NOAAPORT_OPT

root 16639 16631 O Jun09 ? 00:19:48 noaaportingester -b
10000 -m 224.0.1.5 -n -¢c -u 7 -t mhs -r 1 -s NMC3

root 16640 16631 O Jun09 ? 00:00:01 noaaportingester -b
10000 -m 224.0.1.6 -n -¢c -u 4 -t mhs -r 1 -s ADD

root 16641 16631 O Jun09 ? 00:00:01 noaaportingester -b
10000 -m 224.0.1.7 -n -c -u 7 -t mhs -r 1 -s ENC

root 16642 16631 0O Jun09 ? 00:00:01 noaaportingester -b
10000 -m 224.0.1.8 -n -c -u 7 -t mhs -r 1 -s EXP

root 16643 16631 0O Jun09 ? 00:00:01 noaaportilngester -b
10000 -m 224.0.1.9 -n -c -u 4 -t mhs -r 1 -s GRW

root 16644 16631 0O Jun09 ? 00:00:01 noaaportlngester -b
10000 -m 224.0.1.10 -n -¢ -u 4 -t mhs -r 1 -s GRE

Note: Sites normally see only the first 5 channels listed above. The ADD channel only
exists at sites where Data Delivery is activated. As of now, that is limited to test beds and
a few regions. Once Data Delivery is “activated and operational”, then all the sites will be

able to see the 6th channel (ADD).

[Note: These numbers in bold inthe example above correspond to the different channels

of SBN downlink. There is one dvbs_multicast process that
address and processes that particular channel.]

[root@cpsbnl-tbdw]# ps -fu ldm

listens to each multicast

uiD

Idm

PID PPID C STIME TTY

11734

1 0 2013

?

00:00:00

P 388 -M 256 -m 3600 -o 3600 -gq Zusr/

Idm

Idm

11736 11734 0 2013 ?

11737 11734 0 2013 ?
/usr/local/ldm/logs/edexBridge.log -s cplf

TIME CMD

01:53:23 pgact -e

00:09:08 edexBridge -vxI

Idnd -1 165.92.29.180 -

Idm 20590 20589 0 15:48 pts/0 00:00:00 -bash
1dm 21519 20590 O 15:55 pts/0 00:00:00 ps -fu Idm
AWP.MAN.SMM.A2

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 4 Data Flow Overview

4.9 Product Identifier
The LDM writer uses patterns in pgact.conf to determine where to write data files,
including the path and file name.
config_awips2.sh creates an entry for radar data that is combined along with the pgact
template and other generated entries into the active pgact.conf file.
For example, use the following reference to help decipher a pgact.conf entry, that
matches an LDM product with these fields:
NNEXRAD ~(SDUS[234578] . |NXUS6.)
(K]P]T) (OUNJAMA|FWD|DDC|SJIT|GLD|GID|LZK]LUB|EWX]SHV|SGF|TOP| TSA] ICT)
CGICGHCG) /pC-DCG-2)

FILE -overwrite -log -close -

edex /data_store/radar/(\4:yyyy) (\4:mm)\4/\5/\2\8/\7/\2\8 \7_\4\5\6-
\1 \2\3 (seq) -rad.%Y%m%d%H
The first part, NNEXRAD, isthe FEEDTYPE.
The Regular Expression describes any product starting with SDUS and follows with any
numbers 2,3,4,5,7 or 8 OR starting with NXUSG.
The () stores that string in the variable\1, which can be used when storing to physical
disk.
(K|P|T) matches either a K, a P, or a T, and stores it in the variable\2 .
(OUNJAMA|FWD|DDCISJT|GLD|GID|LZK|LUBIEWX|SHV|SGF|TOP|[TSA matches
any of those site IDs and stores it in variable\3.
(-)(-)(..) matches the next 6 characters of any type and stores them in pairs in variables
\4, \5 and \6 respectively.
/p matches the exact string /p
(...)(...) matches the next 6 characters of any type and stores them in trios in variables\7
and \8.
The following line matches this entry in pgact to the following storage location:
Product:
NEXRAD3 56424268 SDUS51 KLWX 211529 /pTZLDCA !nids/
Storage Location:
/data_store/radar/20140512/17/KDCA/TZL/1529_KDCA_TZL_56424268.rad
For DPA products, the pattern is nearly identical:
In this case, only DPA products are matched, so the NNN entry is hard coded as DPA.
Product:
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NEXRAD3 56424268 SDUS51 KLWX 211529 /pDPADCA !nids/

Storage Location:
/data_store/radar/KDCA/TZL/1529 KDCA DPA 56424268.rad

The number before the ".rad" is the sequence number (56424268 in this case) that is set at
the Gateway when transmitted over the SBN and can be traced to the ldm logs on the
active cpsbn.

[Note: Sequence numbers are NOT reset at all. The only exception occurs when the data
channels are moved from one DSUP to another. Also, it will be different when the
operations are moved from ANCF to BNCF servers.]

To determine which cpsbn is active, perform the following steps and look for running
Idm processes.

CPSBN1 Example:
[root@cpsbnl-tbdw ~]# ps -ef | grep Idm

Idm 11734 1 0 2013 ? 00:00:00 Idmd -1 165.92.29.180 -
P 388 -M 256 -m 3600 -o 3600 -q Zusr/local/ldm/data/ldm.pq
/usr/local/ldn/etc/1dmd.conf

Idm 11736 11734 0 2013 ? 01:53:26 pgact -e

Idm 11737 11734 0 2013 ? 00:09:08 edexBridge -vxI
/usr/local/ldm/logs/edexBridge.log -s cplf

root 22616 20316 0 16:00 pts/0 00:00:00 grep Idm

CPSBN2 Example:
[root@cpsbn2-tbdw ~]# ps -ef | grep Idm

root 21927 21847 0 13:12 pts/0 00:00:00 grep Idm
So in this case, CPSBNL is active and look for the sequence number 56424268 (as above)
in the Idm logs.

4.10 Qpid

In the gpid commands that follow, you are looking for queues in which the msg column
has a large number. This means that messages are coming in, but nothing is taking them
out.

You could also look at the msgin and msgOut columns to get the same type of picture on
the health of the system. The NCF has set up monitors based on this data in order to keep
track of the health of the system, and restart things if necessary.

[root@cpsbnl-oax ~]# ps -ef | grep qpid

root 22948 20316 0 16:02 pts/0 00:00:00 grep gpid
root 32392 1 0 2013 ? 00:00:00 su awips -c /bin/bash
/awips2/qpid/bin/qpid-wrapper
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awips 32394 32392 0 2013 ? 00:00:00 /bin/bash
/awips2/qpid/bin/gpid-wrapper
awips 32397 32394 0 2013 ? 00:00:08 Zawips2/java/bin/java -

Xmx32m -XX:MaxPermSize=12m -XX:ReservedCodeCacheSize=4m -jar
/awips2/gpid/bin/yajsw/wrapper.jar -c Zawips2/qpid/conf/wrapper.conf
awips 32424 32397 9 2013 ? 1-09:08:41 /awips2/javasbin/java
-classpath
/awips2/gpid/bin/yajsw/ . /wrapperApp. jar:/awips2/gpid/bin/yajsw/wrapper.
Jar:/awips2/qpid/lib/opt/*:/awips2/qpid/lib/opt/qpid-deps/* -
XX:+UseConcMarkSweepGC -XX:+CMSIncrementalMode -XX:NewSize=400m -
XX:MaxNewSize=400m -XX:SurvivorRatio=4 -XX:+HeapDumpOnOutOfMemoryError
-XX:HeapDumpPath=/data/fxa/qpid -server -DPNAME=QPBRKR -

Damqj - logging. level=info -DQPID_HOME=/awips2/qpid -
DQPID_WORK=/awips2/qpid -Damqj.read write pool size=32 -
Dgpid.broker.exceptionHandler.continue=true -Xmx2048m -
Dwrapper . port=15003 -Dwrapper .key=-7261080382435685649 -

Dwrapper .tmp.path=/tmp -Djna_tmpdir=/tmp -

Dwrapper .config=/awips2/qpid/conf/wrapper.conf
org.rzo.yajsw.app-WrapperJVMMain

[root@cpsbnl-oax ~]# gpid-queue-count -Smsg -L10

Queues
queue msg bytes cons
Ingest.Grib 31 3.19k 8
metaDataPurgeWork 1 0 1
_pluginPurged@amq.topic_b98ca05d-fd4c-4259-b2d1-f4b9ef5e4cOe 0 0 1
Ingest. Isr 0 0 2
edex.alerts._utility@amq.topic_6576915d-b5b9-4bc8-
97¥-322a0b575b11 0] 0] 1
Ingest.bufrssmi 0 0 2
Ingest.nucaps 0 0 2
Ingest.regionalsat 0 0 2
mpeLightSrvScheduledWork 0 0 2
_edex.alerts.utility@amq.topic_31lccc933-82d0-420c-afeb-
7186001e7082 0] 0] 1

[root@cpsbnl-oax ~]# qpid-stat -g -S msg -L.10

Queues

queue dur excl msg

msgln msgOut bytes bytesln bytesOut cons bind

_edex.alerts.gfe@amq.-topic_1Tf0d6518-7564-469e-b192-a5bd3e7f78d1 Y 0 30.6k

30.6k 0 111m 111m 1 2

Ingest.ssha Y 0

0 0] 0] 0] 0 2 2

Ingest. ldadprofiler Y 0

0 0] 0] 0] 0 2 2

_purgeGridInfoCache@amq.topic_b09f7f29-fcle-4da2-9254-7c09fe463elf Y 0

3 3 0] 440 440 1 2

Ingest.Mesowest Y 0

0 0] 0] 0 0 2 2

Ingest.acars Y 0

39.1k 39.1k 0O 3.19m 3.19m 2 2
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handleoup .dropbox Y 0
391 391 0 19.8k 19.8k 2 2
_edex.alerts@amq.topic_4c2c0a0Ob-013e-4d4e-82e2-4fe523919227 Y 0 8.28k
8.28k 0 94.1m 94_1m 1 2

mpeLightSrvScheduledWork 0
328 328 0] 0] 0] 2 2
_pluginPurged@amq.topic_2d930cd2-4a37-4d67-95b1-504f47d352db Y 0 2.41k
2.41k 0 16.0k 16.0k 1 2

Y 0] 383 383 0 19.4k 19.4k 2 2

[root@cpsbnl-oax ~]# qpid-stat -g -S msg -L.3

Queues
queue dur excl msg
msgln msgOut bytes bytesin bytesOut cons bind

_edex.alerts.gfe@amq.topic_1f0d6518-7564-469e-b192-a5bd3e7f78d1 Y 0 30.8k
30.8k 0 111m 111m 1 2

Ingest.ssha Y 0 0
0 0 0 0 2 2

Ingest. ldadprofiler Y 0 0
0 0 0 0 2 2

411 LDM Ingest Checklist

In order to add a line to the pgact.conf or pgact.local file for LDM ingest, certain
information is necessary. The following is a general checklist of information that can be
used when adding new data from the SBN into the system.

Note the WMO header or pattern for desired product:
Note the LDM FEEDTYPE for the desired product:
Note the raw archive location for the desired product:
Create entry in the pgact.conf or pgact.local file:
Restart or send HUP to ldmd process.

NN

The following steps may be useful in finding the above information.

1. Find the WMO header or pattern for the desired product.

If the product is being ingested into an AWIPS 1 system, look at the
/data/fxa/customFiles/acqPatternAddOns.txt file. It is possible that you will discover
the WMO pattern needed for ingesting. A listing of WMO header bulletins can also
be found starting at the following URL: http://www.nws.noaa.gov/tg/table.html

2. Find the LDM FEEDTYPE for the desired product.

In all cases, the FEEDTYPE “ALL” will match all the FEEDTYPES listed. However,
tools are available that may help identify the proper FEEDTYPE, if that is of interest.
As user ldm the following commands might be useful:

# Idmadmin watch
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This command will show all data coming from the LDM server. This should be every
product that the Idm is ingesting. Watching can identify specific feedtypes of the
products being ingested. A sample output of the command follows.

# notifyme —1- -h $LDM_HOST -v —p “<WMO ID Pattern>’

This command will print to the screen every product available from <LDM
IP/Hostname> that matches <WMO ID Pattern>. For example, the following would
print all products starting T available from CPSBNL.:

notifyme —l- -h cpsbnl —v —p “~T.*”

Note: The pattern passed to notifyme, and put into the pgact.conf file, must be a valid
regular expression.

A sample output of the command follows.

-bash-3.2$ notifyme -1- -v -h adaml -p "/sat._*TI_*"

Jan 21 15:17:37 notifyme[6887] NOTE: Starting Up: adaml:
20110121151737.886 TS_ENDT {{ANY, "/sat.*TIl.*"}}

Jan 21 15:17:37 notifyme[6887] NOTE: LDM-5 desired product-class:
20110121151737.886 TS_ENDT {{ANY, "/sat.*TIl.*"}}

Jan 21 15:17:37 notifyme[6887] INFO: Resolving adaml to 165.92.24.36
took 0.000398 seconds

Jan 21 15:17:37 notifyme[6887] NOTE: NOTIFYME(adaml): OK

Jan 21 15:19:33 notifyme[6887] INFO: 26096 20110121151933.179
NIMAGE 47222 satz/chl/GOES-13/SOUND-14.06/20110121 1446/EAST-
CONUS/10km/ TIGE43 KNES 211446

Jan 21 15:19:34 notifyme[6887] INFO: 72646 20110121151934.390
NIMAGE 47223 satz/chl1/GOES-13/SOUND-11.03/20110121 1446/EAST-
CONUS/10km/ TIGE48 KNES 211446

Jan 21 15:19:38 notifyme[6887] INFO: 58914 20110121151938.479
NIMAGE 47224 satz/chl/GOES-13/SOUND-7.43/20110121 1446/EAST-
CONUS/10km/ TIGE50 KNES 211446

Jan 21 15:19:40 notifyme[6887] INFO: 51259 20110121151940.513
NIMAGE 47225 satz/chl1/GOES-13/SOUND-7.02/20110121 1446/EAST-
CONUS/10km/ TIGE51 KNES 211446

Jan 21 15:19:44 notifyme[6887] INFO: 45947 20110121151944.599
NIMAGE 47226 satz/chl/GOES-13/SOUND-6.51/20110121 1446/EAST-
CONUS/10km/ TIGE52 KNES 211446

Both of these commands will give other information that can be used in writing the
data to disk in the raw archive in a more useful format.

3. Note the raw archive location for the product.

In general, the raw archive used is /data_store/<product type>. For example, radar
products are put into a subtree of /data_store/radar based on the information. It is
good practice to continue to follow this paradigm. However, as long as the —edex
argument is used in the pgact.conf entry, the product should be decoded no matter
where the physical storage location ends up as long as the EDEX server has access to
that location.

4. Create the pgact.conf entry.
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Create an entry in the pgact.conf file.

5. Restart or send HUP signal to LDM server.
Restart or send a HUP signal to the LDM server.
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51 Overview

All GOES imagery products received by AWIPS sites are distributed frame by frame
over two of the ten NOAAPORT/SBN Channels. The ten channels are:

Note: Sites normally see only the first 5 channels listed below. ADD channel will only
exist at sites where Data Delivery is activated. As of now, that is limited to test beds and
a few regions. Once Data Delivery is “activated and operational™, then all the sites would
be able to see the 6th channel (ADD).

1. GOES. The GOES Channel contains information from the GOES East satellite
and the GOES West satellite. The GOES East satellite is a data stream consisting
of these imagery products: visible infrared and water vapor for the Eastern
Conterminous United States (CONUS), Puerto Rico, supernational composites,
and Northern Hemisphere (NH) composites. The GOES West satellite is a data
stream consisting of the following imagery products: visible infrared and water
vapor for CONUS, Alaska, and Hawaii; supernational composites, and NH
composites. AWIPS Il also incorporates the capability to ingest and display
National Polar Program (NPP) satellite imagery. NPP polar orbiter imagery is
critical for WFOs located at high latitudes, such as those in Alaska. In this release
Himawari products are provided by the Japanese Meteorological Agency’s
Himawari 8 satellite. The main instrument aboard satellite is the Advanced
Himawari Imager (AHI). This is a 16-channel multispectral imager that captures
visible light and infrared images of the Asia-Pacific region. The instrument has
similar spectral and spatial characteristics to the Advanced Baseline Imager (ABI)
used by the GOES-R satellites. This data is centered over Japan and covers most
of the Pacific Region. As aresult, this data will be of value primarily for WFOs
within the Pacific Region. Most CONUS sites will not find the data useful.

2. NMC. From the NWS Telecommunications Gateway (NWSTG), a data stream
consisting of model output from the National Centers for Environmental Prediction
(NCEP); the observations, forecasts, watches, and warnings produced by NWS
Forecast Offices; WSR-88D radar products; and most observational data over North
America.

3. NMC2. The NWSTG2 channel supplements the NWSTG channel. It contains all
Model Grid data.

4. NOAAPORT_OPT Channel. This channel's data stream includes GOES DCP data,
GMS/GOES-West/GOES-East/METEOSAT-5//METEOSAT-7 composites for
visible infrared and water vapor products (every 3 hours), and OCONUS grids.

5. NMC3. This channel's data stream includes Polar Satellite data (NPP).

6. ADD. This channel contains AWIPS Data Delivery products for subscriptions shared
by more than one AWIPS site.

7. ENC. This channel is for data that is required to be encrypted before ingesting over
the SBN.
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8. EXP. Experimental Data.
9. GRW: This channel is for GOES-R West products.
10. GRE. This channel is for GOES-R East products.

5.2  Satellite Ingest Data Flow

The Satellite Ingest data flow, illustrated in Exhibit 5.2-1, is a 12-step process.
Descriptions of each step follow.

1. Satellite data is obtained by the LDM noaaportingester from the SBN.
a. The LDM noaaportingester forwards the product to the LDM Writer instance.

b. The LDM Writer instance writes the product to the Data Archive. [Data Archive
(/data_store) directory is mounted on the hosts off the NAS [NAS2].]

c. The LDM writer instance uses the EDEX Bridge to post a message containing
product information to the QPID Message Broker. The product information is the
WMO header and the path to the product file.
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Exhibit 5.2-1. Satellite Ingest Data Flow

2. The EDEX Distribution endpoint on the EDEX (DX) cluster pulls the message from
the QPID Message Broker. The WMO header is matched against data distribution
mappings contained in the data distribution directory to determine product routing.
(The WMO header is included in the message; if it is not, the Distribution service
uses the product file name from the message to determine routing.) Note: The files in
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the data distribution directory are XML files that contain regular expressions that
match WMO headers with the appropriate data decoder plug-in.

a. At EDEX startup, the EDEX Distribution endpoint reads the Data Distribution
files from the Data Distribution directory in the Localization Store. It uses the
contents of these files to generate the routing table used to determine data routing.
The Data Distribution directory is located at
/awips2/edex/data/utility/common_static/base/distribution.

b. The EDEX Distribution endpoint monitors the Data Distribution directory; when
a file in that directory is modified, it re-reads that file and rebuilds its routing
table.

3. The EDEX Distribution Service determines the Data Decoder Plug-In registered to
handle the data in the product file.

4. The EDEX Distribution Service forwards the message to the appropriate Data
Decoder Plug-In viathe QPID Message Broker.

5. The EDEX Data Decoder Service on the EDEX (DX) cluster pulls the message from
the QPID Message broker. The Data Decoder Service reads the file pointed to by the
message, decodes the data, and determines the appropriate metadata.

6. The decoded data and metadata are sent to the EDEX Persist endpoint.

7. The EDEX Persist endpoint sends the data to PyPIES, and PyPIES writes the data to
the EDEX data store in HDF5 format.

8. The EDEX Persist endpoint sends the metadata obtained to the EDEX Index
endpoint.

9. The EDEX Index endpoint sends the metadata to the PostgreSQL DBMS.
a. The PostgreSQL DBMS writes the metadata to the database.

10. The index endpoint persists the data object to the database. It does not just get the
dataURI. Persistence to the database is executed via a plugin defined data access
object. If the data access object does not override the persistence behavior, then a
default persistence strategy is used. The default strategy for persisting data to the
database is to first check to see if the data receivedalready exists. If it already exists,
then persistence to the database is not attempted for that data. If the data is unique,
then it is persisted to the database.

11. (Client notification) The Data URI is forwarded to the EDEX URI Aggregator.
a. Every 5 seconds the aggregated Data URIs are sent to the JMS Alert Topic.

b. CAVE monitors the JMS Alert Topic to obtain a list of available data. CAVE
determines if it should render the available data.

c. CAVE retrieves metadata from the EDEX server via a product query sent to the
EDEX thrift endpoint.
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d. CAVE retrieves product data from the EDEX server by accessing the EDEX data
store’s HDF5 files and CAVE renders the data, updating its display as
appropriate.

12. (Subscription) The Data URI is forwarded to the EDEX Subscription endpoint. (Note:
This does not apply to Satellite Data)

a. The EDEX Subscription endpoint checks the active subscription listto determine
if a subscription has been registered for the product.

1) If no subscription has been registered for the product, no further action is
taken.

b. The EDEX Subscription endpoint obtains the script information from the
database.

c. The EDEX Subscription endpoint obtains a micro-engine to execute the script.
1) The micro-engine executes the subscription script for the product.

5.2.1 Data Archive and File Naming Conventions for Satellite Data

As illustrated in Exhibit 5.2.1-1, the satellite data received over the SBN are stored in the
following directory structure.

/data_store/sat/<YYYYMMDD>/<HH>/<SECTOR ID>/<PHYSICAL ELEMENT>/

The <SECTOR ID> is the satellite the image was derived from. GOES_WEST and
GOES_EAST are not always GOES-15 and GOES-14 respectively. This depends on how
NESDIS moves the satellites in and out of storage orbits. This is important because
GOES-15 and GOES-14 have blackout periods during which they do not send products.
For example, east CONUS is predominately covered by GOES-14, but for a short period
in the early morning, its source of data is GOES-15. In the case of supernational products,
GOES-15 is the source for the top and bottom of the hour, and GOES-14 is the source at
15 and 45 minutes past the hour.

Note: AWIPS Il is still receiving products from NESDIS with the GOES-11 and GOES-
12 identifiers. This is intentional, and is done in order to maintain compatibility with the
AWIPS decoder.

e The <PHYSICAL ELEMENT> indicates if itis an element in the visible infrared,
water vapor, etc. ranges.
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Exhibit 5.2.1-1. Acquire and Ingest of Satellite Products
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5.2.1.1 LDM Configuration

5.2.2

5.2.3

LDM server runs only on the SBN CP. It ingests everything from the SBN.

LDM behavior is controlled by the pgact.conf file, and the patterns are matched against
pgact.conf. LDM writes the product to data_store and posts a QPID message.

e pgact.conf controls how data sent to an instance of LDM is handled. This includes
the data types to be handled and the location of the raw data archive.

NOTE: Modifying pgact.conf will have a severe impact on the data flow.

Decoding — Satellite Data

Data decoding operations are performed on the EDEX (DX3/4) servers. Both EDEX
servers share the load in the ingest process, which includes decoding the raw data, writing
the decoded data into the Data Store, writing metadata to the database, and broadcasting a
notification that the newly ingested data is available.

The raw satellite files are stored in the Data Archive (:/data_store). The physical directory
is on the NAS2. All the hosts, including the CPSBN, mount the volume off NAS2.

The processed data is stored in /awips2/edex/data/hdf5 in the hdf5 format on the dx2f
server. The current satellite data in the HDF5 store is organized according to the pattern
lawips2/edex/data/hdf5/satellite/satellite/satellite- YYYY-MM-DD-<HH>.h5,
lawips2/edex/data/hdf5/satellite/Supernational/Imager Visible/satellite-2013-02-13-15.h5

Data Ingest and Logging of Satellite Products

All satellite data ingest operations are logged in the EDEX logs on the EDEX (DX3/4)
server. In a standard installation, the EDEX logs are located in /awips2/edex/logs.

The edex-ingest-satellite log file handles the satellite products.
The EDEX logs roll over daily and are date stamped.

For the satellite decoder, the instance name is “ingest,” so the satellite ingest log for Feb.
13, 2013, is named edex-ingest-satellite-20130213.log.

NOTE: Each EDEX Server (DX3 and DX4) has its own set of separate log files. Both sets of log

files have the same names and structure, but they contain different information.

The log file is a plain ASCII text file and can be viewed using any text-viewing utility
such as more, less, view, or tail.

To get a general view of processing, open a terminal sessionto the server and enter the
following commands:

On DX3/DX4,
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TYPE.: cd Zawips2/edex/logs
TYPE: date +%F

2013-02-13
TYPE: Is edex*20130213*

edex-ingest-20130213.1og
edex-ingestDat-20130213.1og
edex-ingest-gen_areal ffg-20130213.10og
edex-ingest-gen_areal gpe-20130213.10og
edex-ingestGrib-20130213.1og
edex-ingest-purge-20130213.1og
edex-ingest-radar-20130213.10og
edex-ingest-satellite-20130213.10g
edex-ingest-shef-20130213.10og
edex-ingest-shef-performance-20130213.10g
edex-ingest-smartlnit-20130213.1og
edex-ingest-text-20130213.10g
edex-ingest-unrecognized-files-20130213.10og
edex-request-20130213.10g
edex-request-productSrvRequest-20130213. 1og
edex-request-thriftSrv-20130213.10g
edex-ingest-archive-20130213.1og
edex-ingest-GFEPerformance-20130213. 1og
edex-request-GFEPerformance-20130213.10og
edex-ingestDat-performance-20130212. 1og
edex-ingest-activeTableChange-20130213.1og
edex-i1ngestDat-activeTableChange-20130213. 109
edex-ingestDat-performance-20130213.10og
edex-ingestGrib-activeTableChange-20130213. 1og
edex-ingestGrib-performance-20130213. log
edex-ingest-performance-20130213. log
edex-request-activeTableChange-20130213.10g
edex-request-performance-20130213.1og
edex-ingest-gen_areal_qpe-20130213.10g
edex-ingest-ohd-20130213.10g
edex-request-textdbSrvRequest-20130213.1og
edex-request-hibernate-20130213.10g
edex-ingest-hibernate-20130213. 1og
edex-ingest-sportima-20130213.1og
edex-ingestGrib-hibernate-20130213. 1og
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ERconfig.log

Note: edex-ingestDat log file is only available on large memory servers.

TYPE.: tail -f edex-ingest-satellite-20130213.10g

After ingest of each data file is complete, the ingest endpoint prints a single line to the
EDEX system log. The format of the log entry is

INFO <<date-time>> [thread] Ingest: <<type>>:: <<file name>> <<statistics>>

Where,

<<date-time>> is the date-time stamp (format yyyy-mm-dd hh:mm:ss,ttt)
[thread] identifies the Camel thread that ran the decoder.

<<type>> identifies the data type, e.g. grib, radar, etc.

<<file name>> is the path to the file that was processed.

<<statistics>> lists the ingest statistics for the file. There are two statistics
provided; process time and latency (refer to the note at the end of this
section for more information on latency)

The satellite log entry is as follows.

INFO 2013-02-13 15:54:30,836 [Ingest.Gini-1] Ingest: EDEX: Ingest - satellite::
/data_store/sat/20130213/15/GOES-15/1545Z_3.9_8km_AK-
REGIONAL_TIGA04_KNES_15636353.5atz.2013021315 processed in: 0.0820 (sec) Latency:
0.1280 (sec)

NOTE: Latency is the elapsed time between when the AWIPS Il system first contacts a
data file and when the data has been ingested, decoded, and is ready from
retrieval by either CAVE or another client application. The “first contact”
depends on the data type. For most data types, latency measurement starts when
the product has been downloaded by the LDM Writer on CP1f. This latency start
time is part of the message generated by the LDM’s EDEX Bridge and sent to
QPID (onthe CP 1/2 cluster) for processing by EDEX. Note that this latency
measure is strictly internal for the AWIPS Il data ingest subsystem. This
information is logged into the EDEX process logs for every file that is ingested.

5.3  Monitoringthe LDM Data Flow and GOES data

LDM system is used by AWIPS Il to transfer data from the SBN to the EDEX ingest
processes. In AWIPS 1I, LDM runs on the CP cluster.

NOTE: For data to be made available to the EDEX ingest processors, LDM must be
operational.
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5.3.1

The LDM system includes a general administration tool, Idmadmin. That tool is used to
start and stop the LDM,; it also provides some of the monitoring capabilities used in this
set of examples.

Verifying LDM Operation on the CP cluster

Although Idmadmin provides a tool for determining if the LDM is running, it can be
easier to use the Linux ps utility to verify operation. This example presents the approach
for the CP cluster.

Scenario 1: Verify LDM Operation Using the Linux ps Utility

$ ssh Idm@cpsbnif

The authenticity of host "cpsbnlf (165.92.109.60)" can"t be
established.

RSA key fingerprint is
7d:6b:f6:47-ac-a2:ec:32:8c:17:c0:2a:ba:cb:93:4f.

Are you sure you want to continue connecting (yes/no)?
Type <yes>

ldm@cpsbnlf’s password:

$ ps —u Idm —o user,pid,args

USER PID COMMAND

Idm 11734 Idmd -1 165.92.29.180 -P 388 -M 256 -m 3600
-0 3600 -q Zusr/local/ldm/data/ldm.pq
/usr/local/ldm/etc/ldmd.conf

Idm 11736 pgact -e

Idm 11737 edexBridge -vxlI
/usr/local/ldm/logs/edexBridge.log -s cplf

Idm 24629 -bash

Idm 24748 ps -u ldm -0 user,pid,args

The exact output will vary. Note, however, that the critical lines are those with
arguments ldmd, pgact, and edexBridge. These indicate that the various parts of the
LDM are operating.

Scenario 2: Verify LDM Using the Idmadmin Program

The Idmadmin program’s isrunning option checks to see if the LDM is running.
Unfortunately, this option simply returns 0 or 1 and exits; O is returned if the LDM is
running, and a 1 is returned if itis not running. After executing Idmadmin isrunning,
you need to check its return value. This sequence should work under most shells:

$ ssh Idm@cpsbnif

The authenticity of host "cpsbnlf (165.92.109.60)" can"t be
established.

RSA key fingerprint is
7d:6b:f6:47:ac:a2:ec:32:8c:17:c0:2a:ba:cbh:93:4f.

Are you sure you want to continue connecting (yes/no)?

AWP.MAN.SMM.A2 5-10

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 5 Ingest of Satellite Imagery

Type <yes>
Idm@cpsbnlf’s password:
$ Idmadmin isrunning
$ echo $?

0
$

This output indicates that the LDM is running. If it were not running, the echo $?
command would print a 1.

If you are using the bash shell, you can combine things slightly and produce a more
readable result. The modified command sequence:

$ Idmadmin isrunning > /dev/null 2>&1 && echo "Running"
Running
$

Once again, this output indicates that the LDM is running; if it were not, no output
would be displayed.

5.3.2 Monitoring LDM Data Flow on the CP or DX Cluster

The Idmadmin program provides for real-time monitoring of the LDM product queue.
This can be used to determine quickly if data is passing through the LDM; it can also be
filtered by data feed to concentrate on a specific data type. Three scenarios are presented:
1) basic product queue monitoring; 2) identifying data feeds; and 3) monitoring a specific
data feed.

e Scenario 1: Basic Product Queue Monitoring

The Idmadmin program’s watch option provides a real-time view of the LDM’s
message queue. Monitoring this queue provides a quick verification of the status of
the LDM. These are the basic steps to follow:

$ ssh Idm@cpsbnif
ldm@cpsbnlf’s password:
$ Idmadmin watch

(type ™D when Ffinished)

At this point, you should see output similar to

Oct 25 14:51:21 pqutil INFO: 165 20141025145120.701 NEXRAD3
573161214 SDUS33 KILX 251445 /pNMDILX !nids/

Oct 25 14:51:21 pqutil INFO: 51588 20141025145120.705 NEXRAD3
573161215 SDUS21 KLWX 251449 /pNBUOAX Inids/

Oct 25 14:51:21 pqutil INFO: 59852 20141025145120.710 NEXRAD3
573161216 SDUS81 KLWX 251449 /pNBXOAX Inids/

Oct 25 14:51:23 pqutil INFO: 654 20141025145122.701 NEXRAD3
573161217 SDUS72 KMFL 251447 /pNETMIA
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Oct 25 14:51:23 pqutil INFO: 1022 20141025145122.701 NEXRAD3
573161218 SDUS53 KLBF 251446 /pDPALNX
Oct 25 14:51:23 pqutil INFO: 118 20141025145122_.702 1DS|DDPLUS
573161219 SPCN49 CWAO 251449
Oct 25 14:51:23 pqutil INFO: 383 20141025145122_.702 1DS|DDPLUS
573161220 SXMX20 KWAL 251450
Oct 25 14:51:23 pqutil INFO: 118 20141025145122_702 1DS|DDPLUS
573161221 SOVD83 KWNB 251400 RRX
Oct 25 14:51:23 pqutil INFO: 118 20141025145122_702 1DS|DDPLUS
573161222 SOVD83 KWNB 251300 RRX
Oct 25 14:51:23 pqutil INFO: 93 20141025145122.702 1DS|DDPLUS
573161223 SABZ19 SBSL 251500 RRA
Oct 25 14:51:23 pqutil INFO: 275 20141025145122.702 1DS|DDPLUS
573161224 SWPA40 RJTD 251450
Oct 25 14:51:23 pqutil INFO: 89 20141025145122.702 1DS|DDPLUS
573161225 SABZ20 SBBV 251500
Oct 25 14:51:23 pqutil INFO: 18564 20141025145122.703 NEXRAD3
573161226 SDUS81 KLWX 251449 /pNBKOAX Inids/
Oct 25 14:51:23 pqutil INFO: 57605 20141025145122.708 NEXRAD3
573161227 SDUS81 KLWX 251449 /pNBCOAX Inids/
Oct 25 14:51:23 pqutil INFO: 13831 20141025145122.709 NEXRAD3
573161228 SDUS81 KLWX 251449 /pNBHOAX Inids/
Oct 25 14:51:25 pqutil INFO: 392 20141025145124.703 1DS|DDPLUS
573161229 SZHW36 KWBC 251451
Oct 25 14:50:39 pqutil INFO: 144 20141025145038.789 1DS|DDPLUS
109190608 SXXX20 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 168 20141025145038.789 IDS|DDPLUS
109190609 SRC020 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 212 20141025145038.789 1DS|DDPLUS
109190610 SRSA40 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 120 20141025145038.789 1DS|DDPLUS
109190611 SRC0O20 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 178 20141025145038.790 IDS|DDPLUS
109190612 SRKS30 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 168 20141025145038.790 IDS|DDPLUS
109190613 SRKY20 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 185 20141025145038.790 IDS|DDPLUS
109190614 SRNC20 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 504 20141025145038.790 1DS|DDPLUS
109190615 SXXX20 KWAL 251450
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Oct 25 14:50:39 pqutil INFO: 197 20141025145038.790 IDS|DDPLUS
109190616 SRGA20 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 168 20141025145038.790 IDS|DDPLUS
109190617 SRWA20 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 136 20141025145038.790 IDS|DDPLUS
109190618 SXWY50 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 168 20141025145038.790 IDS|DDPLUS
109190619 SXXX50 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 144 20141025145038.790 IDS|DDPLUS
109190620 SRFL20 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 173 20141025145038.790 IDS|DDPLUS
109190621 SROH20 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 216 20141025145038.790 IDS|DDPLUS
109190622 SRAZ20 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 132 20141025145038.790 IDS|DDPLUS
109190623 SROR60 KWAL 251450
Oct 25 14:50:39 pqutil INFO: 216 20141025145038.791 1DS|DDPLUS
109190624 SRTX20 KWAL 251450

If data is flowing, this output will scroll past fairly rapidly and the message date time
stamp should be current. If no messages are scrolling, it is likely that there is an issue
with the LDM.

Scenario 2: Identifying LDM Data Feeds

The Idmadmin program’s watch facility has an option to filter output for a specific
feed type. The basic command is Idmadmin watch —f <feed>. This scenario presents a
method for identifying the available feeds.

The feeds used by LDM are defined in a file named pgact.conf, which is located in
<ldm-home>/etc. While this file can be examined to determine the available feed
types, the process can be automated using the known structure of the file and a few
basic Linux utilities. The lines defining LDM feeds have the following structure:

FEEDTYPE <tab> pattern <tab> action [<tab> options] [<tab> args]

Note that lines defining feed types start with at least one uppercase letter. This allows
you to filter for the feed definitions and extract the feed names. These are the steps to
follow:

$ ssh Idm@cpsbnl

ldm@cpsbnl’s password:

$ cd etc

grep -P "~[A-Z]+" pgact.conf | cut -f 1 > feeds.txt
sort feeds.txt > sorted-feeds.txt

unig sorted-feeds.txt ldm-feeds.txt

cat ldm-feeds.txt

L R
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ANY

GPSSRC
GRID

HDS

HRS
IDS|DDPLUS
NEXRAD2

N IMAGE
NNEXRAD

$

The final output is a sorted list of feed names. The list may differ somewhat
depending on the exact data flow configuration for the server. Some of the feed type
names are rather cryptic; common feed types are identified in Table 5.3.2-1.

Table 5.3.2-1. Selected LDM Feed Types

Feed Name | Description
ANY wildcard — matches any feed type
GRID NOAAport high-resolution model output
NEXRAD?2 NEXRAD Level Il radar data
NIMAGE NOAAport satellite imagery
NNEXRAD NEXRAD Lewel Il products

e Scenario 3: Monitoring a Specific Data Feed

Log onto the LDM server (CPSBN) as the Idm user. Use the -f option and specify a
FEED TYPE to see only products from that LDM feed:

Idmadmin watch -f NIMAGE
Press <Crtl>+<D> to terminate the process.

Jun 13 17:40:37 pqutil INFO: 292293 20160613174036.512
NIMAGE 120407663 satz/ch2/GOES-15/WV/20160613 1730/HI-
REGIONAL/4km/ TIGHO5 KNES 131730

Jun 13 17:40:53 pqutil INFO: 4661973 20160613174053.287
NIMAGE 120407738 satz/ch2/GOES-15/VI1S/20160613 1730/HI-
REGIONAL/1km/ TIGHO1 KNES 131730

Jun 13 17:40:54 pqutil INFO: 292293 20160613174053.538
NIMAGE 120407739 satz/ch2/GOES-15/1R/20160613 1730/HI-
REGIONAL/4km/ TIGHO2 KNES 131730

To see connections open with ldm:
netstat -ta | grep ldm

tcp 0 0 *:unidata-1dm *o*
LISTEN
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To monitor the product queue via:

pgmon

Jul 17 18:29:43 pgmon NOTE: Starting Up (56927)

Jul 17 18:29:43 pgmon NOTE: nprods nfree nempty nbytes maxprods

maxfree minempty maxext age

Jul 17 18:29:43 pgmon NOTE: 60048 1 184091 999948616 77061
4 167078 52920 1370

Jul 17 18:29:43 pgmon NOTE: Exiting

ps -U ldm -u ldm u
USER PID %CPU  %MEM VSZ RSS TTY STAT START  TIME COMMAND
Idm 16631 0.0 0.0 24004 1200 ? Ss Jun09 0:02 Idmd -1
165.92.24.50 -P 388 -M 256 -m 3600 -o 3600 -qg Zusr/local/ldm/data/ldm
Idm 16633 1.5 3.0 1013216 990444 ? S Jun09 89:00 pgact -e
Idm 16634 0.1 0.1 224648 34140 ? Sl Jun09 10:39 edexBridge -
vxl Zusr/local/ldm/logs/edexBridge.log -s cplf
root 16635 3.4 3.2 1139568 1078340 ? SLI  Jun09 200:36
noaaportlngester -b 10000 -m 224.0.1.1 -n -c -u 3 -t mhs -r 1 -s NMC
root 16636 0.3 3.2 1162776 1081164 ? SLI Jun09 19:17
noaaportingester -b 10000 -m 224.0.1.2 -n -¢ -f -u 4 -t mhs -r 1 -s GOES
root 16637 5.9 4.0 1381788 1320464 ? SLI  Jun09 345:34
noaaportlingester -b 10000 -m 224.0.1.3 -n -¢c -u 5 -t mhs -r 1 -s NMC2
root 16638 0.1 3.2 1142084 1064312 ? SLI Jun09 8:16
noaaportingester -b 10000 -m 224.0.1.4 -n -c -u 6 -t mhs -r 1 -s NOAAPORT_OPT
root 16639 0.3 3.2 1154968 1073320 7 SLI Jun09 19:48
noaaportingester -b 10000 -m 224.0.1.5 -n -¢c -u 7 -t mhs -r 1 -s NMC3
root 16640 0.0 3.2 1136840 1058840 ? SLI Jun09 0:01
noaaportingester -b 10000 -m 224.0.1.6 -n -¢c -u 4 -t mhs -r 1 -s ADD
root 16641 0.0 3.2 1136840 1058840 - SLI Jun09 0:01
noaaportingester -b 10000 -m 224.0.1.7 -n -c -u 7 -t mhs -r 1 -s ENC
root 16642 0.0 3.2 1136840 1058840 - SLI Jun09 0:01
noaaportlngester -b 10000 -m 224.0.1.8 -n -¢ -u 7 -t mhs -r 1 -s EXP
root 16643 0.0 3.2 1136840 1055012 ? SLI Jun09 0:01
noaaportlngester -b 10000 -m 224.0.1.9 -n -¢ -u 4 -t mhs -r 1 -s GRW
root 16644 0.0 3.2 1136840 1055012 ? SLI Jun09 0:01

noaaportingester -b
5.4

5.4.1 Troubleshooting

10000 -m 224

.0.1.10 -n -¢ -u 4 -t mhs -r 1 -s GRE

GOES Troubleshooting and Tips

Common problems seen with GOES data and their possible remedies follow.

AWP.MAN.SMM.A2

— Hard copies uncontrolled. Verify effective date prior to use. —

5-15



Chapter 5

Ingest of Satellite Imagery

Problem A: The product loop for incoming images is not auto-updating on a
workstation, or products are not available at a workstation.

Potential Solution to Problem A: Check another workstation for similar problems. It
may be that only one workstation is having difficulties. If this is the case, exit and
restart CAVE on that workstation.

Problems B, C, and D

— Problem B: No GOES product loops are updating at the site.
— Problem C: Data products are arriving late on the workstation.
—  Problem D: No GOES products.

Potential Solutions to Problems B, C, and D

—  If the problemis unique to a single workstation, try restarting CAVE. As a last
resort, try restarting the workstation.

— If the problemis more general, try to verify that data is actually available. See
section 5.2 for monitoring tools.

— If data is not available, contact the NCF.

5.5  Data Archive Directory

This /data_store directory lists the SECTOR ID and PHYSICAL ELEMENT of the
satellite data.

Determining Satellite SECTOR ID

TYPE.: cd /data_store/sat/<YYYYMMDD>/<HH>
TYPE: Is > ~/sat-sectors.txt

TYPE: cat ~/sat-sectors.txt
COMP

GOES-13

GOES-15

POES

Determining Satellite PHYSICAL ELEMENT in the Data Archive

TYPE.: cd /data_store/sat/20150817/19/GOES-15
TYPE: Is * | grep -v ":" | grep -P "™Mw" >
~/sources.txt
TYPE: sort ~/sources.txt > ~/sorted-sources.txt
TYPE.: unig ~/sorted-sources.txt ~/sat-sources.txt
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TYPE: cat ~/sat-sources.txt

1900Z_13.3_4km_WEST-CONUS-TIGWO6_KNES_139781.satz.2015081719
1900Z_3.9_4km_WEST-CONUS-TIGWO4_KNES_139777 .satz.2015081719
1900Z_IR_24km_NHEM-COMP-TIGFO2_KNES_139787.satz.2015081719
1900Z_IR_4km_WEST-CONUS-TIGWO2_KNES_139780.satz.2015081719
1900Z_IR_8km_SUPER-NATIONAL-TIGNO2_KNES_139785.satz.2015081719
1900Z_V1S_14km_HI-NATIONAL-TIGI01_KNES_30002463.satz.2015081719
1900Z_V1S_1km_WEST-CONUS-TIGWO1_KNES_139779.satz.2015081719
1900Z_V1S_24km_NHEM-COMP-TIGFO1_KNES_139789._satz.2015081719
1900Z_V1S_8km_SUPER-NATIONAL-TIGNO1_KNES_139788.satz.2015081719
1900Z_WV_24km_NHEM-COMP-TIGFO5_KNES_139786.satz.2015081719
1900Z_WV_4km_WEST-CONUS-TIGWO5_KNES_139778.satz.2015081719
1900Z_WV_8km_SUPER-NATIONAL-TIGNO5_KNES_139783.satz.2015081719
1901Z_ SOUND-3.98 10km_WEST-CONUS-TIGW57_KNES_ 139795.satz.2015081719
1901Z_SOUND-4.45_10km_WEST-CONUS-TIGW55_KNES_ 139800.satz.2015081719
1901Z SOUND-6.51 10km_ WEST-CONUS-TIGW52_ KNES 139801.satz.2015081719
1901Z SOUND-7.02_10km_WEST-CONUS-TIGW51 KNES 139796.satz.2015081719
1901Z SOUND-7 .43 10km_WEST-CONUS-TIGW50_KNES 139794 .satz.2015081719
1901Z SOUND-VIS_ 10km WEST-CONUS-TIGW59 KNES 139802.satz.2015081719
1910Z 13.3 4km_WEST-CONUS-TIGWO6_KNES 139793.satz.2015081719

1910Z_ 3.9 4km WEST-CONUS-TIGWO4 KNES 139791.satz.2015081719

1910Z IR_4km_WEST-CONUS-TIGWO2_ KNES 139792.satz.2015081719

1910Z VIS _1km WEST-CONUS-TIGWO1l KNES 139790.satz.2015081719

1924Z SOUND-11.03 10km HI-NATIONAL-TIGI48 KNES 139845.satz.2015081719
1924Z SOUND-14.06_10km HI-NATIONAL-TIGI43 KNES 139844 .satz.2015081719
1924Z SOUND-3.98 10km_HI-NATIONAL-TIGI57_KNES 139851.satz.2015081719
1924Z SOUND-4.45 10km_HI-NATIONAL-TIGI55 KNES 139849.satz.2015081719
1924Z SOUND-6.51 10km_HI-NATIONAL-TIGI52_ KNES 139848.satz.2015081719
19247 SOUND-7.02_10km_HI-NATIONAL-TIGI51 KNES 139847.satz.2015081719
19247 SOUND-7.43_10km_HI-NATIONAL-TIGI50_KNES_ 139846.satz.2015081719
19247 SOUND-VIS_10km_HI-NATIONAL-TIGI59_KNES 139850.satz.2015081719
1930Z_13.3_4km_WEST-CONUS-TIGWO6_KNES_139815_satz.2015081719
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1930Z_3.9_4km_HI-REGIONAL-TIGHO4_KNES_30014428.satz.2015081719
1930Z_3.9_4km_WEST-CONUS-TIGWO4_KNES_139813.satz.2015081719
1930Z_3.9_8km_AK-REGIONAL-TIGAO4_KNES_30014323.satz.2015081719
1930Z_IR_14km_HI-NATIONAL-TIGI02_KNES_30015484.satz.2015081719
1930Z_IR_24km_NHEM-COMP-TIGF02_KNES_139819.satz.2015081719
1930Z_IR_4km_HI-REGIONAL-TIGHO2_KNES_30014429.satz.2015081719
1930Z_IR_4km_WEST-CONUS-TIGWO2_KNES_139814.satz.2015081719
1930Z_IR_8km_AK-NATIONAL-TIGBO2_KNES_30015411.satz.2015081719
1930Z_IR_8km_AK-REGIONAL-TIGAO2_KNES_30014324.satz.2015081719
1930Z_IR_8km_SUPER-NATIONAL-TIGNO2_KNES_139817.satz.2015081719
1930Z_VIS_14km_HI-NATIONAL-TIGIO1_KNES_30015684.satz.2015081719
1930Z_VI1S_1km_HI-REGIONAL-TIGHO1_KNES_30014515.satz.2015081719
1930Z_VI1S_1km_WEST-CONUS-TIGWO1_KNES_139811.satz.2015081719
1930Z_VI1S_24km_NHEM-COMP-TIGFO1_KNES_139821_satz.2015081719
1930Z_VI1S_2km_AK-REGIONAL-TIGAO1_KNES_30014404.satz.2015081719
1930Z_VI1S_8km_AK-NATIONAL-TIGBO1_KNES_30015410.satz.2015081719
1930Z_V1S_8km_SUPER-NATIONAL-TIGNO1_KNES_ 139820.satz.2015081719
1930Z_WV_14km_HI-NATIONAL-TIGI05_KNES_30015485.satz.2015081719
1930Z_WV_24km_NHEM-COMP-TIGFO5_KNES_139818.satz.2015081719
1930Z_WV_4km_HI-REGIONAL-TIGHO5_KNES_30014430.satz.2015081719
1930Z_WV_4km_WEST-CONUS-TIGWO5_KNES_139812.satz.2015081719
1930Z_WV_8km_AK-NATIONAL-TIGBO5_KNES_30015483.satz.2015081719
1930Z_WV_8km_AK-REGIONAL-TIGAO5_KNES_30014336.satz.2015081719
1930Z_WV_8km_SUPER-NATIONAL-TIGNO5_KNES_139816.satz.2015081719
1940Z_13.3_4km WEST-CONUS-TIGWO6_KNES_139838._satz.2015081719
1940Z_3.9_4km_WEST-CONUS-TIGWO4_KNES_139836.satz.2015081719
1940Z_IR_4km_WEST-CONUS-TIGWO2_KNES_139835.satz.2015081719
1940Z_V1S_1km_WEST-CONUS-TIGWO1_KNES_139834._satz.2015081719

5.6 Data Archive Directory

To add the Himawari menu item into D2D:
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1) Open a terminal window and log onto either DX3 or DX4/

2) Copy the himawari-index.xml file to the site level:

cp
/awips2/edex/data/utility/common_static/base/menus/satellite/himawari/h
imawari-index.xml
/awips2/edex/data/utility/common_static/site/<site>/menus/satellite/him
awari/himawari-index.xml

3) The Himawari menu can be added into the top menu bar in D2D or into the satellite
menu depending on which line is enabled. The himawari-index.xml contains comments
describing which <include> element performs which action. Modify the site level file by
removing the comments tags "<!--" and "-->" from around one of the <include> items.
Then save the file.

AWP.MAN.SMM.A2 5-19

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 6
Ingest of NWSTG Data



AWIPS System Manager’s Manual: AWIPS Il OB17.1.1

Chapter 6: Ingest of NWSTG Data

Table of Contents

Page

8.1 OVBIVIBW ...ttt sttt b e s e bt e be e st e b e bt e s e e e bt e be e s b e e bt e bt enbeereenbeeneeeneenne e 1
I T Lo (o [T l D - F USSP 1
6.2.1 Data Archive and File Naming CONVENLIONS .........ccoiveiiiirniniesie e 4
6.2.2 Decoding the Grib DAata ........c.cccveueiieiieie e sre e e sne e 5
6.2.3 Data Ingest and Logging Of Grib Data..........ccccevueririiiiiiiiiine e 5
6.2.4 Data Archive and File Naming Conventions for Other Gridded Data........................ 9
6.2.5 Decoding Other Gridded Data ...........cocueeiiinieiieiiesiee e 9
6.2.6 Data Ingest and Logging of Other Gridded Products ...........cccccvevevvereiieeieecesiennen, 9
6.3 LIGNINING DALA ..ottt sttt be e nreas 11
6.3.1 Data Archive and File Naming Conventions for Lightning Data...........c.cccecvevennen. 11
6.3.2 Decoding Lightning Data...........cccueiiiieiiiieeie e see e sae e nneas 14
6.3.3 Data Ingest and Logging of Lightning ProduCtS...........ccoceririieniniiniiniesiese e 14
6.4 METAR DA ..ottt bbbttt bbb bttt 15
6.4.1 Data Archive and File Naming Conventions for Metar Data .............ccccoceeevveinnen. 18
6.5 IMIOS DAALA ...ttt bt b et e bt e ean e e beeanreere e 22
6.5.1 Data Archive and File Naming Conventions for MOS Data ..........cccccceeerienieinnnnnn 22
6.5.2 Decoding BUFFMOS Data........cc.ccieiieieiieiiesieseese et sree e sae e stn e e sne e nneas 24
6.5.3 Data Ingest and Logging of BUfrMOS ProducCts...........ccooerieiieneiiniieie e 25
6.6 DecodiNg BUFR Data.......cccccueiuiiiiiieiieiieieeie s esieseesteesie e sta e saessaesae e sseeneesneesseaneennens 28
6.6.1 Data Archive and File Naming Conventions for the BUFR Data.............cccccccevenen. 28
6.6.2 Decoding BUFR DaAta .......ccoiiiiiiieiieie ettt nneas 35
6.6.3 Data Ingest and Logging 0f BUFR Products ...........cccccoveveiiinieie e 36
6.7 Decoding Synoptic ObServation Data.............ccovuveiiiiiiieeiie e 38
6.7.1 Data Archive and File Naming Conventions for Synoptic Data............ccccccevveienen. 39
6.7.2 Decoding SYNOPLIC DALA ........ccviiieiieie e nneas 41
6.7.3 Data Ingest and Logging of Synoptic ProduCts ...........ccceeerirreeniniinnieiesee e 41
6.8 Decoding Special Sensor MiCrowave IMager .........ccueieereeiieieeeseesee e see e eeesee e eeesnees 42
6.8.1 Data Archive and File Naming Conventions for SSM/I Data ............ccccceevevveienen. 44
6.8.2 DeCOUING SSM/IDALA .....cceeiieieiiieiie ettt sb e nreas 44
6.8.3 Data Ingest and Logging 0f SSM/I Products ...........ccccvvereiieiieeie e 44
6.9 CONVSIGMET DALA ...c.eeiiiiiiieeii ettt sttt e ie et e snn e e sbeesnneeree e 45
6.9.1 Data Archive and File Naming Conventions for convSIGMET Data....................... 45
6.9.2 Decoding CONVSIGMET Data......c.cccveieiieiieieseesie e 45
6.9.3 Data Ingest and Logging of CONVSIGMET Products ........c.ccoeeeevviiniinieenennieinnens 46
6.10 Tracing NWSTG (TAF) Products Using the Sequence NUMbDEr..........cccccvveveeveiienineiiennn, 47
6.11 Decrypting Lightning Data ..........cccccveveiieieeiesiiene e Error! Bookmark not defined.
AWP.MAN.SMM.A2 6-i

— Hard copies uncontrolled. Verify effective date prior to use. —



AWIPS System Manager’s Manual: AWIPS 11 OB17.1.1

List of Exhibits

Exhibit 6.2-1. NWSTG (grib and non-grib) Data FIOW..........ccccccvvieiiieieieceee e 2
Exhibit 6.2.3-1. Acquire and Ingest of NWSTG ProducCts.........ccccoceiieieninninienie e 6
Exhibit 6.3-1. Acquire and Ingest of Lightning Products ............cccccvvveiieenesieieese e, 13
Exhibit 6.4-1. Acquire and Ingest Of METAR ProduCtS..........ccouveieiirieeienie s 17
Exhibit 6.5-1. Acquire and Ingest 0f MOS ProduCtsS ..........ccceeieiieiiiieieese e 23
Exhibit 6.6-1. Acquire and Ingest of BUFR Products ...........ccccooiiiiiiniiniene e 29
Exhibit 6.7-1. Acquire and Ingest of SYnoptic Products............cccuevveieeieeiesieseeie e e, 40
Exhibit 6.8-1. Acquire and Ingest of SSM/I Products ..........ccoceiviiiiiiiniese e 43

List of Tables

Table 6.6.2-1. BUFR Data: Directories and File NamMeS ........ccccccvevieiiiiiie i 36
Table 6.6.2-2. Report Code DefinitioNS.........cccvoiiiiiiiiic e 36
Table 6.7-1. Data URI Codes for Various Synoptic Observation TYPeS........cccuvvereervniersieeneennns 38
AWP.MAN.SMM.A2 6-ii

— Hard copies uncontrolled. Verify effective date prior to use. —
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6.1 Overview

The main source of nationally distributed data for AWIPS is the Satellite Broadcast
Network (SBN). The SBN delivers products over four channels; the product sets for the
NWSTG and NWSTG2 channels include the following:

e NCEP and other model GFS, GFS Ensembles, NGM, NAM, MesoNAM,
outputs NOGAPS, RAP13, RAP40, ECMWF, UKMET,
GWW, QPE, FFG, SNOW, ENSEMBLE, GLERL,
RTGSST, DGEX, HPCGuide and Multiple-Radar /
Multiple-Sensor system (MRMS). Note: MRMS has
been activated in OB14.4.1.

BUFR data NAM Model Soundings, GOES Soundings, POES
Soundings, ACARS, QuikSCAT ocean winds,
GOES High Density Winds, NAM, GFS, NCWF,
ASCAT and SSM/I

e Surface observations METAR, lightning, maritime, hydro

e Upper air observations RAOB, profiler, aircraft

e Other text products TAF, CCF, and other coded and plain language text
products

e NCEP Redbook graphics Digitized graphics produced by NCEP.

This chapter describes the methods by which AWIPS receives the following data
products:

e Gridded data (Section 6.2)

e Lightning data (Section 6.3)

e METAR data (Section 6.4)

e MOS data (Section 6.5)

e BUFR data (Section 6.6)

e Synoptic observation data (Section 6.7)
e SSM/I data (Section 6.8)

e ConvSIGMET data (Section 6.9)

6.2 Gridded Data

The data flow for the NWSTG (grib and non-grib) data is illustrated in Exhibit 6.2-1. As
the exhibit shows, the data flow is a 12-step process. Descriptions of each step follow.
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AWP.MAN.SMM.A2 6-2

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 6 Ingest of NWSTG Data

1. NWSTG data (grib and non-grib) are obtained by the LDM noaaportingester from the
SBN. Most gridded model data is produced by the NCEP. This data is transmitted
over the NWSTG channel of the SBN in GRIB (Gridded Binary) or GRIB2 format.

a. The LDM noaaportingester forwards the product to the LDM Writer instance.

b. The LDM Writer instance writes the product to the Data Archive. The Data
Archive (/data_store) directory is mounted on the hosts off the NAS [NAS2].

c. The LDM Writer instance uses the EDEX Bridge to post a message containing
product information to the QPID Message Broker. The product information is the
WMO header and the path to the product file.

2. The EDEX Distribution endpoint on the EDEX (DX) cluster pulls the message from
the QPID Message Broker. The WMO header is matched against data distribution
mappings contained in the data distribution directory to determine product routing.
(The WMO header is included in the message; if it is not, the Distribution service
uses the product file name from the message to determine routing.) Note: The files in
the data distribution directory are XML files that contain regular expressions that
match WMO headers with the appropriate data decoder plug-in.

a. At EDEX startup, the EDEX Distribution endpoint reads the Data Distribution
files from the Data Distribution directory in the Localization Store. It uses the
contents of these files to generate the routing table used to determine data routing.
The Data Distribution directory is located at
lawips2/edex/data/utility/common_static/base/distribution.

b. The EDEX Distribution endpoint monitors the Data Distribution directory; when
a file in that directory is modified, it re-reads that file and rebuilds its routing
table.

3. The EDEX Distribution Service determines the Data Decoder Plug-In registered to
handle the data in the product file.

4. The EDEX Distribution Service forwards the message to the appropriate Data
Decoder Plug-In viathe QPID Message Broker.

5. The EDEX Data Decoder Service on the EDEX (DX) cluster pulls the data type
specific message from the QPID Message broker. The Data Decoder Service reads
the file pointed to by the message, decodes the data, and determines the appropriate
metadata.

6. The decoded data and metadata are sent to the EDEX Persist endpoint.

7. The EDEX Persist endpoint sends the data to PyPIES, and PyPIES writes the data to
the EDEX data store in HDF5 format.

8. The EDEX Persist endpoint sends the metadata obtained to the EDEX Index
endpoint.

9. The EDEX Index endpoint sends the metadata to the PostgreSQL DBMS.
a. The PostgreSQL DBMS writes the metadata to the database.
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10. The EDEX Index endpoint extracts the Data URI for the product from the metadata.

11. (Client notification) The Data URI is forwarded to the EDEX URI Aggregator.
a. Every 5 seconds the aggregated Data URIs are sent to the JMS Alert Topic.

b. CAVE monitors the JMS Alert Topic to obtain a list of available Data. CAVE
determines if it should render the available data.

c. CAVE retrieves metadata from the EDEX server via a product query sent to the
EDEX thrift endpoint.

d. CAVE retrieves product data from the EDEX server by accessing the EDEX data
store’s HDF5 files and CAVE renders the data, updating its display as
appropriate.

12. (Subscription) The Data URI is forwarded to the EDEX Subscription endpoint.

a. The EDEX Subscription endpoint checks the active subscription listto determine
if a subscription has been registered for the product.

1) If no subscription has been registered for the product, no further action is
taken.

b. The EDEX Subscription endpoint obtains the script information from the
database.

c. The EDEX Subscription endpoint obtains a micro-engine to execute the script.
1) The micro-engine executes the subscription script for the product.

6.2.1 Data Archive and File Naming Conventions

Most gridded model data is produced by the NCEP. This data is transmitted over the
NWSTG channel of the SBN in GRIB (Gridded Binary) or GRIB2 format. They are
stored in data archive.

The raw grib files are stored in the Data Archive (/data_store/grib or /data_store/grib2).
The physical directory (/data_store) is on the NAS. All the hosts mount the volume off
NAS.

In addition, when new products are being tested, they are stored under
/data_store/experimental/grib.

Data Storage (also known as Data Archive) is not standard across all grids anymore. It is
generally stored at /data_store/grib/<YYYYMMDD>/<HH>/GRID_NAME/GRID_TYPE

e.g., /data_store/grib/20130211/12/NWS_161/GRID255/2300Z_F001_APCP-
ZETA98 KFWR_111214 63882903.9rib.2013021220

and
/data_store/grib2/<YYYYMMDD>/<HH>/GRID_NAME/GRID_TYPE

e.g., /data_store/grib/20130211/17/RUC2/GRID130/ 1700Z_F018 WXTZ-
LMDN98 KWBG 121700 38969009.grib2.2013021218
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LDM server runs only on the SBN CP. It ingests everything from the SBN.

LDM behavior is controlled by the pgact.conf file, and the patterns are matched against
pgact.conf. LDM writes the product to data_store and posts a QPID message.

e pgact.conf controls how data sent to an instance of LDM is handled. This includes
the data types to be handled and the location of the raw data archive.

NOTE: Modifying pgact.conf will have a severe impact on the data flow.

6.2.2

6.2.3

Decoding the Grib Data

Data decoding operations are performed on the EDEX (DX3/4) servers. Both EDEX
servers share the load in the ingest process, which includes decoding the raw data, writing
the decoded data into the Data Store, writing metadata to the database, and broadcasting a
notification that the newly ingested data is available.

The processed data is stored in /awips2/edex/data/hdf5 in the hdf5 format on the dx2f
server. The processed grib data is under /awips2/edex/data/hdf5/grid.

a) The basic directory structure is
lawips2/edex/data/hdf5/grid/{GRID_TYPE}/{model_type}.

b) Within each model, a separate HDF5 file is maintained for each forecast hour of a
model run. The naming convention for the HDF5 files is {model}-yyyy-mm-dd-
hh-FH-{forecasthour}.h5. For example, the GFS212 1200Z 0 forecast hour from
Feb. 12, 2013 isin a file named GFS212-2013-02-12-12-FH-000.h5.

c) The internal structure of the HDF5 file reflects the Data URI, which is part of the
metadata stored in the PostgreSQL database.

Data Ingest and Logging of Grib Data

As illustrated in Exhibit 6.2.3-1, all data ingest operations are logged in the EDEX logs
on the EDEX (DX3/4) server. In a standard installation, the EDEX logs are located in
/awips2/edex/logs. This directory contains several log files; the files starting with “edex-"
are the EDEX logs.

a) EDEX logs roll over daily and are date stamped. The naming convention for
EDEX logs is edex-{instance name}-yyyymmdd.log.

b) For the grib decoder, the instance name is “ingestGrib”, so the GRIB ingest logs
for May 19, 2013 are named edex-ingestGrib-20130519.1og. Note that there
should be one log on both of the EDEX servers (DX3/4).
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Config Files: pgact.conf pagact.conf lawips2/edex/datalutility/
ldmd. conf |dmd. conf edex_static/base/
distribution

LDM Writer QPID EDEX Server
I nuaapl_nl:r]thester > . > Message L (ingest, ingestGrib, » PyFies
‘EDEX Bridge Broker ingestData, request)
SBN CP (cplf) DX3DX4 dx2f
CP

LogFiles: /datalldmlogsimwstg log fusrflocalldmilogs/idmdlog Ia‘w‘ipszfedexa'l_nga'

Idatafldm/logs’ nwstg2 log edex-ingestGrio-

Idataldmlogs/ goes.log =yyyynmmdd=_log

Idatafldmilogs/'goes_addlog
Data Files: idata_storelgribd=YYYYMMDD=/

“HH=IGRID_MAMEIGRID_TYPEGRID
Databases: /data_store/gribi=YYYYMMDD=/  /fusriocal/ldmlogs/edexBridge. log iawips2/edex/data/ndiBigridi=GRID_TYPE=
=HH=/GRID_MNAME/GRID_TYPE/GRID I=model_type=i<GRID_TYPE=yyyy-mm-dd-HH-FH-ff.h5
Exhibit 6.2.3-1. Acquire and Ingest of NWSTG Products
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The log file is a plain ASCII text file and can be viewed using any text viewing utility
such as more, less, view, or tail.

Open a terminal session to the serverand enter the following commands:

On DX3/DX4
TYPE.: cd Zawips2/edex/logs
TYPE: date +%F
2013-05-19
TYPE: Is edex*20130519*

edex-ingest-20130519.1og
edex-ingestDat-20130519.1og
edex-ingest-gen_areal ffg-20130519.10g
edex-ingest-gen_areal gpe-20130519.10g
edex-ingestGrib-20130519. 1og
edex-ingest-purge-20130519.1og
edex-ingest-radar-20130519.1og
edex-ingest-satellite-20130519.10g
edex-ingest-shef-20130519. log
edex-ingest-shef-performance-20130519. log
edex-ingest-smartinit-20130519.1og
edex-ingest-text-20130519. log
edex-ingest-unrecognized-files-20130519. log
edex-request-20130519. log
edex-request-productSrvRequest-20130519.1og
edex-request-thriftSrv-20130519. log
edex-ingest-archive-20130519. log
edex-ingest-activeTableChange-20130519. log
edex-ingestCGrib-performance-20130519. log
edex-ingest-performance-20130519. log
edex-request-performance-20130519. log
edex-ingest-gen_areal gpe-20130519.10og
edex-request-hibernate-20130519. log
edex-ingest-hibernate-20130519. log
edex-ingest-ohd-20130519. 1og
edex-request-textdbSrvRequest-20130519. log
edex-ingestDat-performance-20130519. 1og
edex-ingest-sportima-20130519. log
edex-ingestCGrib-hibernate-20130519. 1og

TYPE.: tail -f edex-ingestGrib-20130519.log
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A log entry for grib is

INFO 2016-04-16 00:00:05,058 [GribPersist-2] Ingest: EDEX:
Ingest - grib2::
/data_store/grib2/20160415/18/GFS/GR1D213/1800Z_F228 HGHT5-
LHHX50_KWBC_151800_65379468.grib2.2016041600 processed in:
0.0460 (sec) Latency: 0.0820 (sec)

INFO 2016-04-16 00:00:05,058 [GribPersist-2]
GridPersister: EDEX - Processed: [1/42.8kB/37ms] to
/GFS213/MB/grid-2016-04-15-18_h5, in process on other
threads: [5/914.4kB], pending: [2/85.6kB]

INFO 2016-04-16 00:00:00,080 [GribPersist-4] Ingest: EDEX:
Ingest - grib2::
/data_store/grib2/20160415/18/GFS/GRID217/1800Z_F228 VREL_Y
VBX70_KWBC_151800_65379424 .grib2.2016041523 processed in:
0.0440 (sec) Latency: 0.1080 (sec)

INFO 2016-04-16 00:00:00,080 [GribPersist-4]
GridPersister: EDEX - Processed: [1/230.4kB/21ms] to
/GFS217/MB/grid-2016-04-15-18_h5, in process on other
threads: [4/901.3kB], pending: [0/0.0B]

Refer to App Y, Configuring the NetCDF Grid Decoder
for the patterns.

NOTE: Latency is the elapsed time between when the AWIPS Il system first contacts a
data file and when the data has been ingested, decoded, and is ready for retrieval
by CAVE or another client application. The “first contact” depends on the data
type. For most data types, latency measurement starts when the product has been
downloaded by the LDM Writer on cplf. This latency start time is part of the
message generated by the LDM’s EDEX Bridge and sent to QPID (on the CP1/2
cluster) for processing by EDEX. For Radar products obtained from the ORPG
viathe AWIPS Il Radar Server, latency measurement starts when the product is
downloaded by the Radar Server on the DX1/2 cluster. In the case of ORPG
products, the latency start time is part of the message sent by the Radar Server to
QPID. Note that this latency measure is strictly internal for the AWIPS Il data
ingest subsystem. This information is logged into the EDEX process logs for
every file that is ingested. Additional latency can occur, for example, due to
communication issues between the Radar Server and the ORPG. Other sources of
latency are possible. For example (this is a hypothetical example), if a client
application queries a server each minute for available products, there is an
average latency of 30 seconds in that query. To quantify, or even to identify, all
possible sources of latency in a system is beyond the scope of this discussion.

Also inthe example below, you can see a GribGridPointLock message
illustrating a Large Grib file.
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6.2.4

6.2.5

6.2.6

INFO 2015-05-26 00:00:11,009 [Ingest.GribDecode-4]
GribGridPointLock: EDEX - Large grib file is using
many grid points: (2953665 of 6000000):
/data_store/grib2/20150525/17/URMA/GR1D184/1700Z_FO000__
DRCTAERR-LNQA98_KWBR_251700_8297468.grib2.2015052600

Took 330 ms to receive response for StoreRequest on
file grid/URMA25/FHAG/URMA25-2015-05-25-17-FH-000.h5

Data Archive and File Naming Conventions for Other Gridded Data

The remaining gridded data (other than GRIB1 and GRIB2) received over the SBN are
stored in the following directory.

/data_store/grib/<YYYYMMDD>/<HH>/GRID_NAME/GRID_TYPE
Decoding Other Gridded Data

Data decoding operations for the Gridded Data (other than GRIB1 and GRIB2) are
performed on the EDEX (DX3/4) servers. Both EDEX servers share the load in the ingest
process, which includes decoding the raw data, writing the decoded data into the Data
Store, writing metadata to the database, and broadcasting a notification that the newly
ingested data is available.

The processed data is stored in /awips2/edex/data/hdf5 in the hdf5 format on the dx2f
server. The processed Gridded Data (other than GRIB1 and GRIB2) are under
lawips2/edex/data/hdf5/grid.

The basic directory structure is
lawips2/edex/data/hdf5/grid/<GRID_TYPE>/<model_type>

Within each model, a separate HDF5 file is maintained for each model run. The naming
convention for the HDF5 files is *yyyy-mm-dd-hhmm*.h5.

/awips2/edex/data/hdf5/grid/AVN211/BL/AVN211-2013-02-12-06-FH-
240.h5

/awips2/edex/data/hdf5/grid/AVN211/DFIt/AVN211-2013-02-12-06-
FH-000.h5

/awips2/edex/data/hdf5/grid/AVN225/SFC/AVN225-2013-02-12-06-
FH-120.h5

The internal structure of the HDF5 file reflects the Data URI, which is part of the
metadata stored in the PostgreSQL database

Data Ingest and Logging of Other Gridded Products

All data ingest operations are logged inthe EDEX logs on the EDEX (DX3/4) server. In
a standard installation, the EDEX logs are located in /awips2/edex/logs. This directory
contains several log files; the files starting “edex-" are the EDEX logs.
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The log file is a plain ASCII text file and can be viewed using any text viewing utility
such as more, less, view, or tail.

Open a terminal session to the serverand enter the following commands:

On DX3/DX4:
[root@dx3-tbdw ~]# cd /awips2/edex/logs

[root@dx3-tbdw logs]# date +%F

TYPE: date +%F
2013-05-19
TYPE: Is edex*20130519*

edex-ingest-20130519. 1og
edex-ingestDat-20130519. l1og
edex-ingest-gen_areal ffg-20130519.10g
edex-ingest-gen_areal gpe-20130519.1og
edex-ingestGrib-20130519. 1og
edex-ingest-purge-20130519.1og
edex-ingest-radar-20130519. 1og
edex-ingest-satellite-20130519.10g
edex-ingest-shef-20130519. log
edex-ingest-shef-performance-20130519. log
edex-ingest-smartinit-20130519.1og
edex-ingest-text-20130519.1og
edex-ingest-unrecognized-Ffiles-20130519. log
edex-request-20130519. log
edex-request-productSrvRequest-20130519. log
edex-request-thriftSrv-20130519. log
edex-ingest-archive-20130519. log
edex-ingest-activeTableChange-20130519. log
edex-ingestCGrib-performance-20130519. log
edex-ingest-performance-20130519. log
edex-request-performance-20130519. log
edex-ingest-gen_areal_gpe-20130519.10g
edex-request-hibernate-20130519. 1og
edex-ingest-hibernate-20130519. 1og
edex-ingest-ohd-20130519. 1og
edex-request-textdbSrvRequest-20130519. log
edex-ingestDat-performance-20130519. 1og
edex-ingest-sportima-20130519. log
edex-ingestGrib-hibernate-20130519.1og

[root@dx3-tbdw logs]# tail -f edex-ingestGrib-20130519.log
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After ingest of each data file is complete, the ingest endpoint prints a single line to the
EDEX system log. The format of the log entry is

INFO <<date-time>> [thread] Ingest: <<type>>:: <<file name>> <<statistics>>

The product sequence number is to the left of the .grb (_<seg>.grb).
The log entry:

INFO 2016-04-16 00:00:00,917 [GribPersist-2] Ingest: EDEX:
Ingest - grib2::

/data_store/grib2/20160415/22/161/GRID255/2238Z_ F000_MrgRefQCCom-
YAUCO1_ KWNR_152238 65379418.grib2.2016041523 processed in: 0.9130
(sec) Latency: 0.9450 (sec)

6.3 Lightning Data

Lightning data is collected by the National Lightning Detection Network (NLDN),
Global Lightning Dataset (GLD), and Earth Networks Total Lightning (ENI) and
received from the SBN. This data set contains the location that a lightning strike was
detected (given by latitude and longitude) and the time that the flash occurred, recorded
to the nearest second. The lightning flash’s signal strength is recorded in kiloamperes.
Also included is the multiplicity and polarity (either positive or negative) of each flash.

NOTE: For more information on the proprietary nature of the lightning data and
redistribution restrictions, please refer to: http://www.nco.ncep.noaa.gov/

sib/restricted_data/restricted_data_pmb/lightning/

See Exhibit 6.3-1 for the flow of the acquisition and ingest of lightning products.

6.3.1 Data Archive and File Naming Conventions for Lightning Data

The raw lightning files received over the SBN are stored in the Data Archive
(/data_store/binlightning and /data_store/entlightning). The physical directory
(/data_store) is on the NAS. All the hosts mount the volume off NAS.

The basic directory structure is /data_store/binlightning/<YYYY MMDD>/<HH>

e.g.,
/data_store/binlightning/20130212/20/SFUS41_KWBC_122058 288873682.nldn.20130
212202

The ent lightning files received over the SBN are stored in the Data Archive
(/data_store/entlightning). The physical directory (/data_store) is on the NAS. All the
hosts mount the volume off NAS.

The basic directory structure is /data_store/entlightning/<YYYY MMDD>/<HH>

e.g.,
/data_store/entlightning/20130212/20/SFPA42_KWBC_262029 201198.2015052620
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Chapter 6
Config Files: pgact.conf pgact.conf lawips 2/edex/datalutility/
dmd. conf ldmd. conf edex_static’base/
distribution
LDM LOM Writer QPID EDEX Server
’ noaapom"ngester . Message L g (ingest, ingestGrib, M1 PyPies
EDEX Bridge Broker ingestData, reques)
cP SBMNCP (cp1f) DXVDX4 d2f
Log Files: fdatalidmilogs mestg. log dusrilocalldmydlogs /| dmed. log fawips2/edex’logs !
data’idmilogs/nwstg2.log edex-ingest-<yyyymmdd=.log
data’ldmylogs/goes . log
data’ldmilogs/goes_add. log
Data Files: idata_store/binlightning/ <Y Y MMDD =<HH=/
e.q., /data_store/binlightning
2013021220/5FUS41_FWBC _122058 _
2BBATIGE2nidn. 201302122
data_store/entlightning <YY" Y MMDD =/<HH=>
e.g./dats_storefentlighining
‘ 20150527/05'SFRA42_KWBC _Z70559
Databases [data_store/binlightning/<YYYYMMOD=/<HH=/ /usr/localldm/logs/edexBridgelog | 0 =0 19052705 fawips2/ededatalhdfs/
binlightning/binlightning-<yyyy=-
eg., /data storefbinlightning’ “mm<dd=-<hh> h5
2013021220/5FUS41_KWBC_122058_
288873682 nldn. 20130212
data_storedenthghining Yy Y MMDD ='<HH>
e.g./data_storefentlightning/
20150527/05/5FPA42_KWBC _270559
551457.2015082705
Exhibit 6.3-1. Acquire and Ingest of Lightning Products
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6.3.2

6.3.3

Decoding Lightning Data

Data decoding operations are performed on the EDEX (DX3/4) servers by the
TotalLightning Decoder or the BinLightning Decoder. Both EDEX servers share the load
in the ingest process, which includes decoding the raw data, writing the decoded data into
the Data Store, writing metadata to the database, and broadcasting a notification that the
newly ingested data is available.

The processed data files are stored in /awips2/edex/data/hdf5 in the hdf5 format on the
dx2f server. The processed lightning data files are stored under
/awips2/edex/data/hdf5/binlightning

The basic directory structure is:
lawips2/edex/data/hdf5/binlightning/binlightning-<yyyy>-<mm>-<dd>-<hh>.h5
[root@dx2-tbdw binlightning] # Is Zawips2/edex/data/hdf5/binlightning/
binlightning-2013-02-13-11.h5
binlightning-2013-02-13-12.h5
Data Ingest and Logging of Lightning Products

All data ingest operations are logged inthe EDEX logs on the EDEX (DX3/4) server. In
a standard installation, the EDEX logs are located in /awips2/edex/logs. This directory
contains several log files; the files starting “edex-" are the EDEX logs.

The log file is a plain ASCII text file and can be viewed using any text viewing utility
such as more, less, view, or tail.

To get a general view of processing, open a terminal sessionto the server and enter the
following commands:

On DX3/DX4:
TYPE: cd /awips2/edex/10gs
TYPE: date +%F
2013-02-13
TYPE: Is edex*20130213*

edex-ingest-20130213.1og
edex-ingestDat-20130213.1og
edex-ingest-gen_areal ffg-20130213.10og
edex-ingest-gen_areal gpe-20130213.10og
edex-ingestGrib-20130213.1og
edex-ingest-purge-20130213.1og
edex-ingest-radar-20130213.10g

AWP.MAN.SMM.A2 6-14

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 6 Ingest of NWSTG Data

edex-ingest-satellite-20130213.10g
edex-ingest-shef-20130213.1og
edex-ingest-shef-performance-20130213. 1og
edex-ingest-smartinit-20130213.10g
edex-ingest-text-20130213.1og
edex-ingest-unrecognized-files-20130213.1og
edex-request-20130213.1og
edex-request-productSrvRequest-20130213.1og
edex-request-thriftSrv-20130213.1og
edex-ingest-archive-20130213. 1og
edex-ingest-activeTableChange-20130213. 1og
edex-ingestCGrib-performance-20130213. 1og
edex-ingest-performance-20130213. log
edex-request-performance-20130213. 1og
edex-ingest-gen_areal_gpe-20130213.10g
edex-request-hibernate-20130213.10og
edex-ingest-hibernate-20130213.10g
edex-ingest-ohd-20130213.10og
edex-request-textdbSrvRequest-20130213.1og
edex-ingestDat-performance-20130213.10og
edex-ingest-sportima-20130213. log
edex-ingestGrib-hibernate-20130213.1og

TYPE: tail -f edex-ingest-20130213.1log

After ingest of each data file is complete, the ingest endpoint prints a single line to the
EDEX system log. The format of the log entry is

INFO <<date-time>> [thread] Ingest: <<type>>:. <<file name>> <<statistics>>

A log entry will be as follows.

INFO 2015-05-26 13:56:04,289 [Ingest.binlightning-1] Ingest:
EDEX: Ingest - binlightning::
/data_store/binlightning/20150526/12/SFUS41 KWBC_ 261255 6120.nldn
.2015052613 processed in: 0.0300 (sec) Latency: 0.0630 (sec)

INFO 2015-05-26 13:56:49,406 [Ingest.binlightning-1] Ingest:
EDEX: Ingest - binlightning::
/data_store/entlightning/20150526/13/SFPA42_KWBC_ 261355 8733430.2
015052613 processed in: 0.0850 (sec) Latency: 0.3500 (sec)

6.4  METAR Data
METAR data is received over the NWSTG channel of the SBN. The raw data arrivein
text format as one singular report or as a collective report that contains data from several
stations.
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See Exhibit 6.4-1 for the flow of the acquisition and ingest of METAR products.
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Config Files: pgact. conf pgad.conf lawips 2ledex/datalutility/
Idmd.conf |dmd. conf edex_static/base/
distribution

¥ v ¥

LDM Writer QPID EDEX Server
’ noaapIBDnmgester > ) > Message L d (ingest, ingestGrib, Lo PyPies
EDEX Bridge Broker ingesiData, request)
CcP SBN CP (cpif) DX DX 4 dx2f

Log Files: Idatafldmilogsinwstglog  fusrflocalldmilogs/iidmd.log lawips2iedex/logs/

Idatafldm/flogsinwstg2. log edex-ingest-=yyyy mmdd=_log

/datafldm/logs/goes.log

Idatafldm/flogsigoes_add.log
Data Files: Idata_store/metan=Y YYY MMDD=/=HH=

vy

Databases: Idata_store/metar/<YYYYMMDD>/<HH>  fusr/localidmilogs/edexBridge.log fawips2/edex/dataindfs/

metar/metar-y y-mm-dd-hh.h5

Exhibit 6.4-1. Acquire and Ingest of METAR Products
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6.4.1

6.4.2

Data Archive and File Naming Conventions for Metar Data

Metar data received from the SBN is written by the LDM to the /data_store/metar
directory, which is available on all boxes. It contains folders for the past (site-
determined) number of days, each containing 24 directories representing the hours in
which these products were stored. For example, under /data_store/metar/20150713/23,
you will find all observations received between 23z and 24z on that date. Typical file
names are:

SPZZ40 KAWN_202333_129590324.2015071323
SAUS44 KCRP_202336_129596616.2015071323

The first two characters denote an observation type (SA = regular observation; SP =
special observation). The third and fourth characters denote the country (US = United
States; MX = Mexico; CN = Canada).

In the first entry (SPZZ40_KAWN), 202333 denotes the day/hour/minute from the WMO
header, and 129590324 represents the unique sequence number assigned by the NWSTG
at transmission over the SBN. It is the number used for automatic product re-ships.

Note: KWBC files are often, but not always, collectives.
Decoding Metar data

METAR data is decoded by the obs decoder, which is part of the EDEX ingest process
running on the dx3/4 cluster. Metadata for the METAR data is stored in the obs table of
the metadata database. The processed METAR data is then auto-fed into the METAR-to-
SHEF process.

The processed data files are stored in /awips2/edex/data/hdf5 in the hdf5 format on the

dx2f server. The processed METAR data files are stored under

/awips2/edex/data/hdf5/obs

The basic directory structure is:
lawips2/edex/data/hdf5/obs/metar-<yyyy>-<mm>-<dd>-<hh>.h5

[root@dx2-tbdw binlightning] # Is /awips2/edex/data/hdf5/obs/

metar-2013-02-13-11.h5
metar-2013-02-13-12.h5
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6.4.3 Data Ingest and Logging of Metar Products

All data ingest operations are logged inthe EDEX log files, located in /awips2/edex/logs
on the EDEX dx3/dx4 cluster. After ingest of each data file is complete, the ingest
endpoint writes to the current edex-ingest-yyyymmdd log file, for example:

INFO 2015-07-22 00:00:08,335 [Ingest.obs-1] Ingest: EDEX: Ingest -

obs:: /data store/metar/20150722/00/SAUS70_KWBC 220000 _393875370.
2015072200 processed in: 0.1630 (sec) Latency: 0.2160 (sec)

6.4.4 Metar2Shef Data Processing

METAR data gets fed into the Metar2shef decoder, which is now part of EDEX. The
METAR-to-SHEF process is controlled by a combination of XML filters, options /
switches, and the contents of a configuration file. (The terms “options’ and “switches’ are
used interchangeably here to reference the arguments supplied to the Metar2shef decoder
by the metar2shef_options token inthe Apps_defaults file.) Note: If any changes are
made to metarToShefFilter.xml, the metar.cfg file, or the metar2shef_options token,
EDEX must be restarted to pick up the revisions.

6.4.5 Metar2Shef Filters

The Metar2shef decoder has been absorbed into EDEX. Which metars get processed is
determined by elements in /awips2/edex/data/utility/edex_static/site/XXX/plugin-
filters/metarToShefFilter.xml, afilter file on the dx3/dx4 cluster (where XXX is the uppercase
3-character site ID).

EDEX uses metarToShefFilter.xml to determine if a METAR station’s data should be SHEF-
encoded. (See Appendix H.1 for the format and description of this file.) As METAR data is
processed within EDEX, each station is checked against all filters provided in each element in
this file, to determine SHEF-encoding eligibility. Once a station becomes eligible, its contents
are encoded in SHEF according to options / switches set in Apps_defaults tokens, and
configuration settings in the metar.cfg file.

An XML file can contain only one of the two types of root elements that are available for the
filter file:
e Element <pluginDataObjectFilter> is designed for a single METAR configuration file
with one set of METAR-to-SHEF options to be applied to all METAR stations.
e Element <metarToShefFilter> is designed for one or more METAR configuration files
each with a different set of METAR-to-SHEF options.

There are 4 ways that the Metar2shef plug-in filter can select the data it will accept for
processing. It can specify:

1) alat/lon box around the WFO for which MTRs will be ingested and decoded into the
IHFS database,
2) aradius around the WFO,
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3) individual MTR stations, or
4) WMOIDs for particular MTR products.

Any violation of XML syntax will result in an error in the edex ingest logs upon EDEX restart.
(See Appendix | for more details.)

Once a station is deemed eligible for SHEF encoding by a filter element, filter element
processing for that station stops. The METAR data is then auto-fed into the METAR-to-SHEF
process.

6.4.6 Metar2Shef Configuration File

The configuration file /awips2/edex/data/utility/common_static/site/XXX/shef/metar.cfg
determines which elements from the METAR report get transformed to SHEF. One line
specifies the PE codes that will be processed, and up to three special segments may add more
filtering and options. When set up correctly it provides a flexible way for the user to provide
options to the decoder.

A sample configuration file is shown below; for descriptions of the fields, see Appendix H.3.
Note that although the first 6 lines are no longer used in AWIPS I, they must be kept in the file
for backward compatibility. Thus processing begins with line 7, the line specifying the Physical
Element (PE) codes to be decoded.

Depending on the switches that are set by the metar2shef_options token (described below) in
the Apps_defaults file, the segments following line 7(begin and end names, begin and end
sm_alias, and begin and end pc_reset) may be used to further filter the metars that are being
ingested.

/tmp/queue/metar/in

/tmp/queue/metar/out

/tmp/queue/metar/err

+SAO0OUT

-ERRORFILE

-SHEFPASS

TA UP SD UD USTX TN PPT PPQ PPH PPD PA TAIRZR TAIRZH TAIRZP

TAIRZY

.begin_names

KPO1

KPO06

KIFP

KCGZ

.end_names

.begin_sm_alias

12123 ABCA3

12323 ABGA3

.end_sm_alias

.begin_pc_reset

CJR 55

.end_pc_reset

AWP.MAN.SMM.A2 6-20

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 6 Ingest of NWSTG Data

If the configuration file needs changes to be made, it should be edited using the CAVE
Localization perspective (Hydro -> SHEF). If changes have been made to the metar.cfg file,
EDEX must be restarted to pick up the revisions, since the METAR-to-SHEF process is
controlled by a combination of options / switches, and the contents of the configuration file.

6.4.7 Metar2Shef Options

The metar2shef_options token in the AWIPS2 Apps_defaults file specifies the options (or
‘switches’) to be used by the Metar2shef decoder in processing metar data, for example:
metar2shef_options :"-a-b -pl-y2k -salias-p6 -p24 -round -w -strip -v -pct 5"

The complete list of options and their meanings are shown in Appendix H.4.

The switch settings currently in use are captured in the EDEX log files on the dx3/dx4 cluster.
As each metar is being processed, the ingest endpoint writes them to the current
lawips2/edex/logs/edex-ingest-yyyymmdd log file, for example:

INFO 2015-08-20 00:00:09,846 [Ingest.obs-1] MetarToShefTransformer: Metar to
SHEF for KHLX use config file: metar.cfg with options: -a -b -pl -y2k -
salias -p6 -p24 -round -w -strip -v -pct 5

Note: AWIPS | used tokens metar_config_dir, metar_log_dir, or metar_output_dir in the
Apps_defaults file to specify directories -- AWIPS2 does not use them at all.

6.4.8 Metar2Shef Logging

The Metar2shef decoder output is auto-fed to the SHEF decoder. By default, no SHEF output
files are created by the METAR-to-SHEF process.

In the /awips2/edex/logs directory, Metar2shef processing is logged in edex-ingest-
yyyymmdd.log files and SHEF processing is logged in edex-ingest-shef-yyyymmdd.log files.

Searching for “MetarToShefTransformer” in the ingest log for example, shows the options
specified by the metar2shef_options token inthe Apps_defaults file:

INFO 2015-07-22 00:00:08,336 [Ingest.obs-1] MetarToShefTransformer: Metar to
SHEF for K1A5 use config file: metar.cfg with options:-a -b -pl -p6 -p24 -w -
strip -ql

Searching for “WBC” in the SHEF log, for example, shows values posted and
errors:

INFO 2015-08-20 00:00:10,030 [Ingest.ShefStaged-1] ShefSeparator: EDEX -
Traceld set to WMOHeader = SRXX99 KCXY 200000

ERROR 2015-08-20 00:00:10,031 [Ingest.ShefStaged-1] PurgeText: AWIPS Header
[WBCMTRCXY] too long, truncating to 6 characters

INFO 2015-08-20 00:00:10,033 [Ingest.ShefStaged-1] PostShef: EDEX -

INFO 2015-08-20 00:00:10,033 [Ingest.ShefStaged-1] PostShef: EDEX - Posting
process started for LID [CXY] PEDTSEP [TARZZI1] value [82]
INFO 2015-08-20 00:00:10,034 [Ingest.ShefStaged-1] PostShef: EDEX - CXY
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Adjusting Value for CXY

INFO 2015-08-20 00:00:10,036 [Ingest.ShefStaged-1] PostShef: EDEX - Posted
product link [WBCMTRCXY] for LID [CXY]

INFO 2015-08-20 00:00:10,038 [Ingest.ShefStaged-1] PostShef: EDEX - Data
[82] ObsTime[Wed Aug 19 23:56:00 GMT 2015] for LID [CXY] posted to the
latestObsValue for PE [TA]

INFO 2015-08-20 00:00:10,039 [Ingest.ShefStaged-1] PostShef: EDEX - Posting
data [82] for LID [CXY] for PE [TA]

INFO 2015-08-20 00:00:10,039 [Ingest.ShefStaged-1] PostShef: EDEX -

INFO 2015-08-20 00:00:10,039 [Ingest.ShefStaged-1] PostShef: EDEX - Posting
process started for LID [CXY] PEDTSEP [TDRzZZI1] value [68]

INFO 2015-08-20 00:00:10,082 [Ingest.ShefStaged-1] ShefDecoder: EDEX -
/data_store/metar/20150820/00/SAUS70_KWBC_200000_497675082.2015082000- Decode
complete in 52 milliSeconds

INFO 2015-08-20 00:00:10,082 [Ingest.ShefStaged-1] Ingest: EDEX: Ingest -
shef:: /data_store/metar/20150820/00/SAUS70_KWBC_200000_497 675082 .2015082000
processed in: 0.1490 (sec) Latency: 0.5710 (sec)

Note: To see what SHEF is created, set the “-v” switch in the metar2shef_options token
in the Apps_defaults file, which will record, in the edex-ingest-yyyymmdd.log file, up to
35 lines of SHEF data for each metar processed.

6.5 MOS Data

The MOS data is received over the SBN’s NWSTG channel.
See Exhibit 6.5-1 for the flow of the acquisition and ingest of MOS products.

6.5.1 Data Archive and File Naming Conventions for MOS Data

The MOS data received over the SBN are stored in the following directory.
/data_store/bufrmos/{YYYYMMDD}
Under <YYYYMMDD> you will find folders ranging from 00 through 23.

[root@dx1-tbdw bufrmos]# Is /data_store/bufrmos/{YYYYMMDD}

00O 02 04 06 08 10 12 14 16 18 20 22
01 03 05 07 09 11 13 15 17 19 21 23

AWP.MAN.SMM.A2 6-22

— Hard copies uncontrolled. Verify effective date prior to use. —



Chapter 6 Ingest of NWSTG Data

lawips2/edex/dataliutility/

Config Files: pgact.conf pgact.conf
ldmd.conf ldmd.conf edex_staticbase/
distribution
LD LOM Writer QPID EDEX Server
noaapartlngester > i Pl Message L d (ingest, ingestGrib, o PyPies
EDEX Bridge Broker ingestData, request)
CP SBM CP {cpif) DX3/DX4 dx2f
LogFiles: [datafldmilogsinwstglog  fusilocalidmilogsiidmd.iog fawips2/edex/logs
Idatafldmilogs/nwsta2 log edex4ngest-
Idatafldmilogs/goeslog =yyyy mmdd=_log
Idatafldmilogs/goes add.log
Data Files: Idata_store/bufrmos/
=YYYYMMDO=i=00-23=/
Databases: Idata_store/bufrmos! fusrflocallldmilogs edexBridge.log - ‘
— - lawips2iedex/datahdfa/
<YYYYMMDD>/<00-23>/ bufrmos<madel=/bufrmos-<modek=-
<y yyy=—=mme—=dd=—<hh= h5
Exhibit 6.5-1. Acquire and Ingest of MOS Products
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If you change to /data_store/bufrmos/20130213/00, you will find all the guidance issued
between 00z and 01z.

Here is an example with the GFSLAMP, GFS, ETA, HPC, NGM, and MRF files under
the MOS data.

JSMF10_KWNO_300000_143710496 .bufr.2013021300 (GFSLAMP)
JSML36_KWNO_300000_144004297 .bufr.2013021300 (GFS)
JSML12_KWNO_061200_3526466.bufr.2013021300 (ETA)
JSMT72_KWNH_060000_3461881.bufr.2013021300 (HPC)

JSMT42_KWNH_060000_3875681.bufr.2013021300 (NGM)
JSMT62_KWNO_060000_3784680.bufr.2013021300 (MRF)

6.5.2 Decoding BufrMOS Data

Data decoding operations are performed on the EDEX (DX3/4) servers. Both EDEX
servers share the load in the ingest process, which includes decoding the raw data, writing
the decoded data into the Data Store, writing metadata to the database, and broadcasting a
notification that the newly ingested data is available.

The processed data files are stored in /awips2/edex/data/hdf5 in the hdf5 format on the
dx2f server. The processed MOS data files are stored under their respective types as
follows.

All ingested bufrmosLAMP data is under
lawips2/edex/data/hdf5/bufrmosLAMP/<model>-<yyyy>-<mm>-<dd>-<hh>.h5

E.g.: /awips2/edex/data/hdf5/bufrmosLAMP/bufrmos-LAMP-2013-02-13-11.h5

All ingested bufrmosGFS data is under /awips2/edex/data/hdf5/bufrmosGFS/<bufrmos-
model>-<yyyy>-<mm>-<dd>-<hh>.h5

E.g.: /awips2/edex/data/hdf5/bufrmosGFS/bufrmos-GFS-2013-02-13-11.h5

All ingested bufrmosETA data is under /awips2/edex/data/hdf5/bufrmosETA/<bufrmos-
model>-<yyyy>-<mm>-<dd>-<hh>.h5

E.g.: /awips2/edex/data/hdf5/bufrmosETA/bufrmos-ETA-2013-02-13-11.h5

All ingested bufrmosHPC data is under /awips2/edex/data/hdf5/bufrmosHPC/<bufrmos-
model>-<yyyy>-<mm>-<dd>-<hh>.h5

E.g.: /awips2/edex/data/hdf5/bufrmosHPC/bufrmos-HPC-2013-02-13-11.h5

All ingested bufrmosMRF data is under /awips2/edex/data/hdf5/bufrmosMRF/<bufrmos-
model>-<yyyy>-<mm>-<dd>-<hh>.h5

E.g.: /awips2/edex/data/hdf5/bufrmosMRF/bufrmos-MRF-2013-02-13-00.h5
All ingested bufrmosAVN data is under /awips2/edex/data/hdf5/bufrmosAVN/<bufrmos-
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model>-<yyyy>-<mm>-<dd>-<hh>.h5
E.g.: /awips2/edex/data/hdf5/bufrmosAVN/bufrmos-AVN-2013-02-13-11.h5

6.5.3 Data Ingest and Logging of BufrMOS Products

All data ingest operations are logged inthe EDEX logs on the EDEX (DX3/4) server. In
a standard installation, the EDEX logs are located in /awips2/edex/logs. This directory
contains several log files; the files starting “edex-" are the EDEX logs.

Open a terminal session to the serverand enter the following commands:

On DX3:

[root@dx3-tbdw ~J# cd Zawips2/edex/logs
[root@dx3-tbdw logs]# date +%F

2013-02-13

[root@dx3-tbdw logs]# Is edex-*20130213*

edex-ingest-20130213.1og
edex-ingestDat-20130213.1og
edex-ingest-gen_areal ffg-20130213.10g
edex-ingest-gen_areal gpe-20130213.10g
edex-ingestGrib-20130213.1og
edex-ingest-purge-20130213.1og
edex-ingest-radar-20130213.1og
edex-ingest-satellite-20130213.10g
edex-ingest-shef-20130213.1og
edex-ingest-shef-performance-20130213. 1og
edex-ingest-smartinit-20130213.10g
edex-ingest-text-20130213.10og
edex-ingest-unrecognized-files-20130213.10og
edex-request-20130213.1og
edex-request-productSrvRequest-20130213.1og
edex-request-thriftSrv-20130213.1og
edex-ingest-archive-20130213. log
edex-ingest-activeTableChange-20130213. 1og
edex-ingestCGrib-performance-20130213. 1og
edex-ingest-performance-20130213. log
edex-request-performance-20130213. log
edex-ingest-gen_areal_gpe-20130213.10g
edex-request-hibernate-20130213.10og
edex-ingest-ohd-20130213.10og
edex-request-textdbSrvRequest-20130213.1og
edex-ingestDat-performance-20130213.10og
edex-ingest-hibernate-20130213.10g
edex-ingest-sportima-20130213. log
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edex-ingestGrib-hibernate-20130213.1og

[root@dx3-tbdw logs]# grep bufrmos edex-ingest-20130213.log | tail -1

INFO 2013-02-13 01:31:39,886 [Ingest.bufrmos-1] Ingest: EDEX:
Ingest - bufrmos::
/data_store/bufrmos/20130213/01/JSMF12_KWNO_130100_140688156 -bufr
.2013021301 processed in: 22.4460 (sec) Latency: 22.4960 (sec)

[root@dx3-tbdw logs]# ssh dx4 "grep bufrmos
/awips2/edex/logs/edex-ingest-20130213_1og | tail -1I"

INFO 2013-02-13 01:32:40,379 [Ingest._bufrmos-1] Ingest: EDEX:
Ingest - bufrmos::
/data_store/bufrmos/20130213/01/JSMF11_KWNO_130100_140688159.bufr
.2013021301 processed in: 36.5160 (sec) Latency: 77.8500 (sec)

The following are examples of looking for a specific bufrmos types by using the AWIPS1
acq_patterns.txt ingest pattern threads. The grep examples should be performed on both
dx3 and dx4.

For GFS extended MRF data:
NSMT6[1-6].*
NSMT7[1-6].KWNO.*

[root@dx3-tbdw logs]# grep ""JSMT6[1-6]" edex-ingest-20130213.1og

INFO 2013-02-13 04:56:32,460 [Ingest.bufrmos-1] Ingest: EDEX:
Ingest - bufrmos::
/data_store/bufrmos/20130213/00/JSMT61_KWNO_130000_289705344 _bufr
.2013021304 processed in: 17.7870 (sec) Latency: 468.8820 (sec)

INFO 2013-02-13 05:10:26,226 [Ingest._bufrmos-1] Ingest: EDEX:
Ingest - bufrmos::
/data_store/bufrmos/20130213/00/JSMT61_KWNO_130000_289705344 _bufr
.2013021304 processed in: 10.7000 (sec) Latency: 773.6920 (sec)

For HPC data:
NJSMT7[1-6]. KWNH.*

[root@dx3-tbdw logs]# grep "JSMT7[1-6]-KWNH" edex-ingest-
20130213.10g

INFO 2013-02-13 05:48:57,669 [Ingest.burmos-1] Ingest: EDEX:
Ingest - bufrmos::
/data_store/bufrmos/20130213/00/JSMT72_KWNH_130000_289796705.bufr
.2013021305 processed in: 1.2540 (sec) Latency: 1.2620 (sec)

INFO 2013-02-13 05:48:57,644 [Ingest.burmos-1] Ingest: EDEX:
Ingest - bufrmos::
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/data_store/bufrmos/20130213/00/JSMT72_KWNH_130000_289796705.bufr
-2013021305 processed in: 1.5430 (sec) Latency: 1.5480 (sec)

For GFS data:
AJSML3[1-6].*

[root@dx3-tbdw logs]# grep ""JSML3[1-6]" edex-ingest-20130213.1og

INFO 2013-02-13 16:13:03,842 [Ingest.burmos-1] Ingest: EDEX:
Ingest - bufrmos::
/data_store/bufrmos/20130213/12/JSML31_KWNO_131200_290879900.bufr
.2013021316 processed in: 75.4930 (sec) Latency: 129.7540 (sec)

INFO 2013-02-13 10:04:15,255 [Ingest.burmos-1] Ingest: EDEX:

Ingest - bufrmos::
/data_store/bufrmos/20130213/06/JSML31_KWNO_130600_290252901 .bufr
.2013021310 processed in: 44.2560 (sec) Latency: 121.8810 (sec)

For ETA data:
NSML1[1-6].*
[root@dx3-tbdw logs]# grep ""JSML1[1-6]" edex-ingest-20130213.1og

INFO 2013-02-13 03:10:25,800 [Ingest.burmos-1] Ingest: EDEX:

Ingest - bufrmos::
/data_store/bufrmos/20130213/00/JSML14_KWNO_130000_289523915.bufr
.2013021303 processed in: 22.4940 (sec) Latency: 32.8410 (sec)

INFO 2013-02-13 03:16:58,055 [Ingest.burmos-1] Ingest: EDEX:
Ingest - bufrmos::

/data_store/bufrmos/20130213/00/JSML14 KWNO_130000_289523915.bufr
.2013021303 processed in: 40.6400 (sec) Latency: 76.4190 (sec)

For GFSLAMP data:
NSMF1[1-6].KWNO.*

[root@dx3-tbdw logs]# grep ""JSMF1[1-6].KWNO" edex-ingest-
20130213.10g

INFO 2013-02-13 04:32:47,074 [Ingest.burmos-1] Ingest: EDEX:
Ingest - bufrmos::
/data_store/bufrmos/20130213/04/JSMF12_KWNO_130400_140763561.bufr
.2013021304 processed in: 43.7080 (sec) Latency: 100.7060 (sec)

INFO 2013-02-13 05:31:53,762 [Ingest.burmos-1] Ingest: EDEX:

Ingest - bufrmos::
/data_store/bufrmos/20130213/05/JSMF12_KWNO_130500_140785879.bufr
.2013021305 processed in: 28.2150 (sec) Latency: 70.0650 (sec)
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6.6 Decoding BUFR Data

Data ingested in BUFR format includes model soundings, GOES soundings, POES
soundings, ACARS data, GOES High Density Wind (hdw) data, QuikSCAT ocean wind
data, mtsat High Density Wind (mtsathdw), and ncwf.

See Exhibit 6.6-1 for the flow of the acquisition and ingest of BUFR products.
6.6.1 Data Archive and File Naming Conventions for the BUFR Data

The Bufr data (miscellaneous point data) received over the SBN are stored in the
following directories.

For model soundings:

/data_store/modelsounding/{YYYYMMDD}

[root@dx3-tbdw modelsounding]# Is /data_store/modelsounding/20130213
0204 08 10 14 16 20 2122

[root@dx3-tbdw modelsounding]# Is /data_store/modelsounding/20130213/02
JUSB43_KWNO_130200_289500745.bufr.2013021302
JUSX49_KWNO_130200_289523811.bufr.2013021302

JUSB43_KWNO_130200_289500746 .bufr.2013021302
JUSX49_KWNO_130200_289523813.bufr.2013021302

JUSB43_KWNO_130200_289500747 .bufr.2013021302
JUSX49_KWNO_130200_289523821 .bufr.2013021302

JUSB43_KWNO_130200_289500748 .bufr.2013021302
JUSX49_KWNO_130200_289523871.bufr.2013021302

For GOES soundings:
data_store/goessndg/{YYYYMMDD}

[root@dx3-tbdw data_store]# Is /data_store/goessounding/20130213
00 02 04 06 08 10 12 14 16 18 20 22
01 03 05 07 09 11 13 15 17 19 21 23

[root@dx3-tbdw 02]# Is /data_store/goessounding/20130213/08

JUTX04_KNES_130824_ 290073061 .bufr.2013021308
JUTXO07_KNES_130806_290045707 .bufr.2013021308

JUTX04_KNES_130824_290073066 . bufr.2013021308
JUTX07_KNES_130806_290045711 . bufr.2013021308

JUTX04_KNES_130824_290073069 . bufr.2013021308
JUTX07_KNES_130806_290045712 .bufr.2013021308
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Config Files: pgact.conf pgact.conf Jawips2/edex/data/utility/
ldmd.conf ldmd.conf edex_static/base/
distribution
LDM Writer QPID EDEX Server
W oaars i gester > ) P> wmessage B (ingest, ingestGrib, W pypies
"EDEX Bridge Broker ingestData, request)
SBN CP (cp1f) DX3/DX4 dx2f
CP
Log Files: /data/ldm/logs/nwstg.log  /usr/local/ldm/logs/ldmd.log Jawips2/edex/logs/
/data/ldm/logs/nwstg2.log edex-ingest-
/data/ldm/logs/goes.log <yyyymmdd>.log
Data Files: Idata/ldmflogsigoes_add log /data_store/modelsounding/<YYYYDDMM>/<00-23>/
/data_store/goessounding/<YYYYDDMM>/<00-23>/
/data_store/poessounding/<YYYYDDMM>/<00-23>/
/data_store/acars/acars_encrypted/<YYYYDDMM>/<00-23>/
/data_store/acars/acars_decrypted/<YYYYDDMM>/<00-23>/
/data_store/acars/acars_raw_decrypted/<YYYYDDMM>/<00-23>/
/data_store/bufrhdw/<YYYYDDMM>/<00-23>/
/data_store/bufrncwf/<YYYYDDMM>/<00-23>/
/data_store/bufsigwx/<YYYYDDMM>/<00-23>/
/data_store/bufrascat/<YYYYDDMM>/<00-23>/
/data_store/bufrua/<YYYYDDMM>/<00-23>/

Databases: /data_store/modelsounding/<YYYYDDMM>/<00-23>/  /ust/local/ldm/logs/edexBridge.log lawips2/edex/data/hdf5/{BUFR}/model/
/data_store/goessounding/<YYYYDDMM>/<00-23>/ <model>-<yyyy>-<mm>-<dd>-<hh>.h5
/data_store/poessounding/<YYYYDDMM>/<00-23>/

/data_store/acars/acars_encrypted/<YYYYDDMM>/<00-23>/
/data_store/acars/acars_decrypted/<YYYYDDMM>/<00-23>/
/data_store/acars/acars_raw_decrypted/<YYYYDDMM>/<00-23>/
/data_store/bufrhdw/<YYYYDDMM>/<00-23>/
/data_store/bufrncwf/<YYYYDDMM>/<00-23>/
/data_store/bufsigwx/<YYYYDDMM>/<00-23>/
/data_store/bufrascat/<YYYYDDMM>/<00-23>/
/data_store/bufrua/<YYYYDDMM>/<00-23>/
Exhibit 6.6-1. Acquire and Ingest of BUFR Products
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For POES soundings:

/data_store/poessounding/{YYYYMMDD}

[root@dx3-tbdw data_store]# Is /data_store/poessounding/20130213

00 02 04 06 08 10 12 14 16 18 20 22
01 03 05 O7 09 11 13 15 17 19 21 23

[root@dx3-tbdw data_store]# Is /data_store/poessounding/20130213/06

IUTX05_KNES_130641_289865564 .
IUTX09_KNES_130628_289865519.

IUTX05_KNES_130642_289865633.
IUTX09_KNES_130648_289921154.

IUTX05_KNES_130643_289865570.
IUTX09_KNES_130649_289921063.

IUTXO5_KNES_130644_289865573.
IUTX09_KNES_130650_289921029.

IUTX0S_KNES_130645_289865527 .

For ACARS data:

/data_store/acars/acars_encrypted

/data_store/acars/acars_decrypted

bufr.
bufr.

bufr.
bufr.

bufr.
bufr.

bufr.
bufr.

bufr.

/data_store/acars/acars_raw_decrypted

2013021306
2013021306

2013021306
2013021306

2013021306
2013021306

2013021306
2013021306

2013021306

[root@dx3-tbdw data_store]# Is /data_store/acars/acars_encrypted/20140113

01 01 02 03 04 05

[root@dx3-tbdw data_store]# Is /data_store/acars/acars_encrypted/20140113/05

1UAXO02_KARP_130526_46666697 .acars.2014011305
1UAXO2_KARP_130526_46666716.acars.2014011305
1UAXO2_KARP_130531_46668876.acars.2014011305
1UAXO2_KARP_130531_466689cd33.acars.2014011305

IUAXO2_KARP_130536_46670615.acars.
IUAXO2_KARP_130536_46670653.acars.
IUAXO2_KARP_130541_46672243.acars.
IUAXO2_KARP_130541_46672293.acars.
IUAXO2_KARP_130546_46673828.acars.
IUAXO2_KARP_130546_46673850.acars.
IUAXO2_KARP_130551_46677562.acars.

[root@dx3-tbdw data_store]# Is

2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
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/data_store/acars/acars_decrypted/20140113/

01 01 02 03 04 05

[root@dx3-tbdw data_store]# Is

/data_store/acars/acars_decrypted/20140113/05

IUAXO2_KARP_130516_46662957 _acars
IUAXO2_KARP_130521_46664772_acars

IUAXO2_KARP_130521_46664829.acars.
IUAXO2_KARP_130521_46664875.acars.
IUAXO2_KARP_130526_46666652.acars.
IUAXO2_KARP_130526_46666697 .acars.
IUAXO2_KARP_130526_46666716.acars.
IUAXO2_KARP_130531_46668876.acars.
IUAXO2_KARP_130531_46668933.acars.
IUAXO2_KARP_130536_46670615.acars.
IUAXO2_KARP_130536_46670653.acars.
IUAXO2_KARP_130541_46672243.acars.
IUAXO2_KARP_130541_46672293.acars.
IUAXO2_KARP_130546_46673828.acars.
IUAXO2_KARP_130546_46673850.acars.
IUAXO2_KARP_130551_46677562.acars.

[root@dx3-tbdw data_store]# Is

-2014011305

-2014011305.
2014011305.
2014011305.

2014011305
2014011305

2014011305
2014011305

2014011305

2014011305.

2014011305.
2014011305.

2014011305.
2014011305.
2014011305.
2014011305.

-1zZPrn
ML8LOC
abY89D
C5dSmC
-NxgLQs
.StY2JT
OFpNMT
-vwwilUsi
4rrtkKA
kRwZ1Q
16529gS
-h3puje
BIVWFe
IHKIfn
C5PQYI
zCA8a9

/data_store/acars/acars_raw_decrypted/20140113/

01 01 02 03 04 05

[root@dx3-tbdw data_store]# Is

/data_store/acars/acars_raw_decrypted/20140113/05

IUAEO1_EGRR_130537_46670333.bufr.
IUAEO1_EGRR_130542_46671769.bufr .
IUAEO1_EGRR_130542_46671770.bufr.
IUAEO1_EGRR_130549 46673874 .bufr.
IUAFO1_EGRR_130520 46663561 .bufr.
IUAHO1_EGRR_130526_46665572.bufr .
IUAHO1_EGRR_130526_46665589 . bufr .
IUAHO1_EGRR_130532_46668012.bufr.
IUAHO1_EGRR_ 130539 46670788 .bufr .

2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
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IUAHO1_EGRR_ 130540 46671477 .bufr.
IUAHO1_EGRR_130545_46672729 .bufr.
IUASO1_NZKL_130500 46658815 .bufr .
IUASO1_NZKL_130500 46658817 .bufr .
IUASO1_NZKL_130500_ 46658819 .bufr.
IUASO1_NZKL_130500_ 46658823 .bufr .
IUASO1_NZKL_130500_ 46658825 .bufr .
IUASO1_NZKL_130500 46658827 .bufr .
IUASO1_NZKL_130500_ 46658829 .bufr .
IUASO2_NZKL_130500_ 46660085 .bufr .
IUASO2_NZKL_130500_ 46660087 .bufr .

2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
2014011305
2014011305

NWS/NCEP Anchorage Alaska.

NOTE: In ACARS, EGRR refers to UK, British Met Office, and PANC refers to

For GOES High Density Wind (HDW) data:
data_store/bufrhdw/{YYYYMMDD}

00 02 05 07 09 12 14 17 19 21
01 03 06 08 11 13 15 18 20 23

JACX11_KNES_301500_57916828.bufr
JHCX11_KNES_301521_57931609.bufr
JCCX91_KNES_301550_57967612 .bufr
JECX11_KNES_301500_57916999.bufr

2013103015
2013103015
2013103015
2013103015

JRCX71_KNES_130611 289863561 .bufr.2013021306
data_store/bufrmthdw/{YYYYMMDD}

00O 01 03 06 07 09 12 13 18

JUTX31_KNES_021300_406608415.bufr
JUTX53_KNES_021303_406615918.bufr
JUTX31_KNES_021300_406608416 . bufr
JUTX53_KNES_021303_406615919 . bufr
JUTX31_KNES_021300_406608417 .bufr

-2014090213
-2014090213
-2014090213
-2014090213
-2014090213

[root@dx3-tbdw data_store]# Is /data_store/bufrhdw/20131030

[root@dx3-tbdw data_store]# Is /data_store/bufrhdw/20131013/15

[root@dx3-tbdw data_store]# Is /data_store/bufrmthdw/20140902

[root@dx3-tbdw data_store]# Is /data_store/bufrmthdw/20140902/13

AWP.MAN.SMM.A2

— Hard copies uncontrolled. Verify effective date prior to use. —

6-32




Chapter 6

Ingest of NWSTG Data

JUTX53_KNES_021303_406615921.
JUTX31_KNES_021300_406608419.
JUTX53_KNES_021303_406615924.
JUTX31_KNES_021300_406608420.
JUTX53_KNES_021303_406615925.
JUTX31_KNES_021300_406608458.
JUTX53_KNES_021303_406615927.
JUTX31_KNES_021300_406608460.
JUTX53_KNES_021303_406615929.

bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.

2014090213
2014090213
2014090213
2014090213
2014090213
2014090213
2014090213
2014090213
2014090213

For ncwf (national convective weather forecast) data:
data_store/bufrncwf/{YYYYMMDD}

[root@dx3-tbdw data_store]# I's

[root@dx3-tbdw data_store]# I's

00 02 04 06 O08
01 03 05 07 09

JSATI98_KKCI_130202_289400328.
JSATI98_KKCI_130207_289407604.
JSAT98_KKCI1_130212_289416494.
JSATO8_KKCI_130217_289424875.
JSAT98_KKCI1_130222_289433193.
JSATI8_KKCI_130227_289443476.

For bufrsigwx data:

data_store/bufrsigwx/{YYYYMMDD}

bufr.
bufr.
bufr.
bufr.
bufr.
bufr.

2013021302
2013021302
2013021302
2013021302
2013021302
2013021302

/data_store/bufrncwf/20130213

10 12 14 16 18 20 22
117 13 15 17 19 21 23

/data_store/bufrncwf/20130213/02

[root@dx3-tbdw data_store]# Is /data_store/bufrsigwx/20130213

00 06 12 18

[root@dx3-tbdw data_store]# Is /data_store/bufrsigwx/20130213/12

JUBE99 KKCI1_130600_140957852.
JUBE99_KKCI_130600_140957986.
JUCEOO_KKCI1_130600_140957855.
JUCEOO_KKCI1_130600_140957970.
JUFEOO_KKCI1_130600_140957882.
JUFEOO_KKCI1_130600_140957931.

bufr
bufr
bufr
bufr
bufr
bufr

.2013021312
-2013021312
-2013021312
.2013021312
-2013021312
-2013021312
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JUJEOO_KKCI_130600_140955935 . bufr.2013021312
JUJEOO_KKCI_130600_140955957 . bufr.2013021312
JUMEOO_KKCI_130600_140955948 . bufr.2013021312
JUMEOO_KKCI_130600_140955972 . bufr.2013021312
JUNEOO_KKCI_130600_140955947 . bufr.2013021312
JUNEOO_KKCI_130600_140955966 . bufr.2013021312
JUOEOO_KKCI_130600_140955932.bufr.2013021312
JUOEOO_KKCI_130600_140955970.bufr.2013021312
JUTEOO_KKCI_130600_140955997 . bufr.2013021312
JUTEOO_KKCI_130600_140956102.bufr.2013021312
JUTE97_KKCI_130600_140957854 .bufr.2013021312
JUTE97_KKCI_130600_140957978.bufr.2013021312
JUVEOO_KKCI_130600_140957887 .bufr.2013021312
JUVEOO_KKCI_130600_140957948 . bufr.2013021312
JUWE96_KKCI_130600_140957859.bufr.2013021312
JUWE96_KKCI_130600_140957933.bufr.2013021312

For bufrascat data:

data_store/bufrascat/{YYYYMMDD}

[root@dx3-tbdw data_store]# Is /data_store/bufrascat/20130213

00 02 04 06 08 10 12 14 16 18 20 22
01 03 05 O7 09 11 13 15 17 19 21 23

[root@dx3-tbdw data_store]# Is /data_store/bufrascat/20130213/03

JSXX02_KNES_130257_289524095.bufr.2013021303
JSXX04_KNES_130257_289524066 . bufr.2013021303
JSXX04_KNES_130257_289524077 .bufr.2013021303
JSXX04_KNES_130257_289524079 .bufr.2013021303
JSXX06_KNES_130257_289524050.bufr.2013021303
JSXX06_KNES_130257_289524065.bufr.2013021303
JSXX07_KNES_121938_ 46315441 .bufr.2013021303

For bufrua data:
data_store/bufrua/{YYYYMMDD}

[root@dx3-tbdw data_store]# Is /data_store/bufruas20130213
00 02 04 06 08 12 14 16 19 21
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01 03 05 07 11 13 15 18 20 23

1USY41_KWBC_130200_ 289388924 .
1USY41_KWBC_130200_ 289388928 .
1USY42_KWBC_130235_ 289447526
1USY43_KWBC_130200_ 289388922
1USY43_KWBC_130205_ 289397852
1USY43_KWBC_130210_ 289406797 .
1USY43_KWBC_130245_ 289463217 .
1USY44_KWBC_130205_ 289397846
1USY44_KWBC_130210_289406799.
1USY44_KWBC_130215_289414178.
1USY44_KWBC_130235_ 289447532
1USY44_KWBC_130250_ 289471027 .
1USY48_KWBC_130205_289397859.
1USZ51_KWBC_130255_ 289508743 .
1USZ53_KWBC_130200_ 289388983 .
1USZ53_KWBC_130205_ 289397843 .
1USZ54_KWBC_130200_289388973.
1USZ54_KWBC_130215_ 289414171 .
1USZ58_KWBC_130200_289388990.

6.6.2 Decoding BUFR Data

bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.
bufr.

2013021302
2013021302
2013021302
2013021302
2013021302
2013021302
2013021302
2013021302
2013021302
2013021302
2013021302
2013021302
2013021302
2013021303
2013021302
2013021302
2013021302
2013021302
2013021302

[root@dx3-tbdw data_store]# Is /data_store/bufrua/20130312/02

Data decoding operations are performed on the EDEX (DX3/4) servers. Both EDEX

servers share the load in the ingest process, which includes decoding the raw data, writing
the decoded data into the Data Store, writing metadata to the database, and broadcasting a
notification that the newly ingested data is available.

The processed data files are stored in /awips2/edex/data/hdf5 in the hdf5 format on the
dx2f server. The processed BUFR data files are stored under /awips2/edex/data/hdf5

The basic directory structure for each model is /awips2/edex/data/hdf5/<model>

See Table 6.6.2-1 for directories and file names.
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Table 6.6.2-1. BUFR Data: Directories and File Names

‘ Directory | Filename

modelsounding modelsounding-2013-02-13-00.h5

goessounding goessounding-2013-02-13-08.n5

poessounding poessounding-2013-02-13-08.h5

bufrhdw hdw-2013-02-13-11.h5

bufrncwf bufrncwf-2013-02-13-22.h5

bufrascat ascat-2013-02-13-12.h5

bufrsigwx SWBOTH: sigwxVTS-2013-02-13-18.h5
SWH: sigwxCAT-2013-02-13-06.h5, sigwxCLOUD-SWH-2013-02-
13-00.h5, sigwxJETS-2013-02-13-06.h5, sigwx TROP-2013-02-13-
18.h5
SWM: sigwxCLOUD-SWM-2013-02-13-18.h5,
SIigWxJETS-2013-02-13-06.h5, sigwxCAT-2013-02-13-
00.h5, sigwxTROP-2013-02-13-18.h5

bufrua bufrua-2011-10-25-06.h5

bufrmthdw mthdw-2014-08-05-06.h5

The report codes in the DataURI for bufrua data support data queries that CAVE uses
when it generates menus or creates certain data displays. The codes are actually
somewhat arbitrary; selected by the AWIPS |1 developer, they are not documented
outside the code, and are not particularly meaningful outside of the development
environment. Table 6.6.2-2 provides the rough meaning of the codes.

Table 6.6.2-2. Report Code Definitions

‘ Report Code | Meaning
2020 mandatory data from a level below the level having a pressure of 100MB
2021 significant wind data from a level belowthe level having a pressure of 100MB
2022 significant temperature datafrom a level below the level having a pressure of 100MB
2030 mandatory data from a level above the level having a pressure of 100MB
2031 significant wind data from a level above the level having a pressure of 100MB
2032 significant temperature data from a level abowve the level having a pressure of 100MB

6.6.3 Data Ingest and Logging of BUFR Products

On DX3/DX4:

[root@dx3-tbdw ~]# cd Zawips2/edex/logs

After ingest of each data file is complete, the ingest endpoint prints a single line to the
EDEX system log.

Log entries for each of the corresponding BUFR products are shown below.

For model sounding:

INFO 2016-06-12 02:50:11,875 [external.dropbox-4]
JmsPooledProducer: EDEX - Creating AMQ producer
Ingest.modelsounding
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INFO 2016-06-12 02:50:11,883 [Ingest.modelsounding-1] Ingest:
EDEX: Ingest - modelsounding::
/data_store/modelsounding/20160612/02/JUSA41 KWNO_120200_ 33313862
5.bufr.2016061202 processed in: 0.0030 (sec) Latency: 0.0350

(sec)

INFO 2016-06-12 02:50:11,889 [Ingest.modelsounding-1] Ingest:
EDEX: Ingest - modelsounding::
/data_store/modelsounding/20160612/02/JUSA41 KWNO_120200_ 33313862
8._bufr.2016061202 processed in: 0.0020 (sec) Latency: 0.0410

(sec)

For POES sounding:

INFO 2016-06-12 03:33:41,684 [external.dropbox-2]
JmsPooledProducer: EDEX - Creating AMQ producer
Ingest.poessounding

INFO 2016-06-12 03:33:41,686 [Ingest.poessounding-1] Ingest:
EDEX: Ingest - poessounding::
/data_store/poessounding/20160612/03/1UTX09_KNES 120332_333275024
-bufr.2016061203 processed in: 0.0020 (sec) Latency: 0.0590 (sec)

For GOES sounding:

INFO 2016-06-12 04:10:23,566 [Ingest.goessounding-1] Ingest:
EDEX: Ingest - goessounding::
/data_store/goessounding/20160612/04/JUTX07_KNES_120407_333373510
-bufr.2016061204 processed in: 0.0080 (sec) Latency: 0.1240 (sec)

For hdw:

INFO 2013-02-13 03:25:29,935 [Ingest.bufrhdw-1] Ingest: EDEX:
Ingest - bufrhdw::
/data_store/bufrhdw/20130213/03/JJCX71_KNES_130322_289549021.bufr
.2013021303 processed in: 1.0010 (sec) Latency: 1.9010 (sec)

For mthdw:

INFO 2014-09-02 00:11:30,193 [Ingest.bufrmthdw-1] Ingest: EDEX:
Ingest - bufrmthdw::
/data_store/bufrmthdw/20140902/00/JUTX21_KNES_020010_404816431.bu
Tr.2014090200 processed in: 6.4900 (sec) Latency: 6.5010 (sec)

For ncwf:

INFO 2013-02-13 03:52:18,234 [Ingest.ncwf-1] Ingest: EDEX:
Ingest - bufrncwf::
/data_store/bufrncwf/20130213/03/JSAT98_KKCI_130347_289597790.buf
r.2013021303 processed in: 0.1490 (sec) Latency: 0.2410 (sec)

For bufrascat:

INFO 2013-02-13 04:20:18,826 [Ingest.bufrascat-1] Ingest: EDEX:
Ingest - bufrascat::
/data_store/bufrascat/20130213/04/JSXX01_KNES_130417_289653851.bu
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Tr.2013021304 processed in: 0.5260 (sec) Latency: 0.5820 (sec)

For bufrsigwx:

INFO 2013-02-13 06:47:21,792 [Ingest.bufrsigwx-1] Ingest: EDEX:
Ingest - bufrsigwx::
/data_store/bufrsigwx/20130213/00/JUFEOO0_KKCI_130000_140816142_bu
fr.2013021306 processed in: 0.0270 (sec) Latency: 0.0910 (sec)

For bufrua:

INFO 2013-02-13 07:30:56,076 [Ingest.bufrua-1] Ingest: EDEX:
Ingest - bufrua::
/data_store/bufrua/20130213/07/1USY44_KWBC_130730_289987232 .bufr.
2013021307 processed in: 0.1480 (sec) Latency: 0.5500 (sec)

For ACARS:

INFO 2014-01-13 03:28:37,738 [Ingest.acars-1] Ingest: EDEX:
Ingest - acars::
/data_store/acars/acars_raw_decrypted/20140113/03/1UAAO01_CWAO_ 130
328 46589528 _bufr.2014011303 processed in: 0.0080 (sec) Latency:
0.0700 (sec)

INFO 2014-01-13 03:32:27,105 [Ingest.acars-1] Ingest: EDEX:
Ingest - acars::
/data_store/acars/acars_decrypted/20140113/03/1UAX02_KARP_ 130331
46591729.acars.2014011303.Gp0CcU processed in: 0.3520 (sec)
Latency: 0.3630 (sec)

INFO 2013-02-13 07:35:42,941 [Ingest.acars-1] Ingest: EDEX:
Ingest - acars::
/data_store/acars/20130213/07/1UAAO01_EGRR_130747_ 289993974 .bufr.2
013021307 processed in: 0.0410 (sec) Latency: 0.1130 (sec)

6.7  Decoding Synoptic Observation Data

Synoptic data, which is ingested from the SBN and handled by the SBN, is a specific,
highly machine friendly, data format (i.e., easy for a machine to generate and decode). It
also contains maritime/buoy data. Synoptic files are plain (ASCII) text files. A fairly
large number of different synoptic types exist, but they are all surface observations.

Table 6.7-1 illustrates the surface obs type and data URI report type code.

Table 6.7-1. Data URI Codes for Various Synoptic Observation Types

Sfc Ob Type | Data URI Report Type Code
Synoptic Fixed Land 1001
Synoptic Mobile Land 1002
Synoptic Ship 1003
Synoptic CMAN 1004
Synoptic Moored Buoy 1005
Drifting Buoy 1006
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Sfc Ob Type Data URI Report Type Code

Synoptic MAROB 1007

Here are some WMO headers for maritime data.
FZNT25 KNHC ddhhmm
FZNT26 KNHC ddhhmm
FZNT27 KNHC ddhhmm

NOTE: The Data URI for surface observations has the general form: /sfcobs/data
time/report type code/correction indicator/station 1D/latitude/longitude.

See Exhibit 6.7-1 for the flow of the acquisition and ingest of synoptic products.
6.7.1 Data Archive and File Naming Conventions for Synoptic Data

For sfcobs data:
data_store/synoptic/{YYYYMMDD}

[root@dx3-tbdw text]# Is /data_store/synoptic/20150523

00 02 04 06 08 10 12 14 16 18 20 22
01 03 05 O7 09 11 13 15 17 19 21 23

[root@dx3-tbdw text]# Is /data_store/synoptic/20150523/00

SMCS01_MROC_230000_12282105.2015052223
SMMX01_KWBC_230000_12289777.2015052300
SMMX01_MXBA_230000_12289882.2015052300

SMCS01_MROC_230000_12282138.2015052223
SMMX01_KWBC_230000_12289783.2015052300
SMMX02_KWBC_230000_12289790.2015052300

SMCS01_MROC_230000_12288646.2015052300
SMMX01_MXBA_230000_12288641.2015052300
SMUS41_KGYX_230001_12288368.201505230
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Config Files: pgact.conf pgact.conf lawips2/edex/data/utility/
Idmd.conf ldmd.conf edex_static/base/
distribution

L DM Writer QPID EDEX Server
. LDM ’ ] > Message b (ingest, ingestGrib, } PyPleS
noaaportingester "EDEX Bridge Broker ingestData, request)
SBN CP (cplf) DX3/DX4 dx2f
CP
Log Files: /data/ldm/logs/nwstg.log /usr/local/ldm/logs/ldmd.log /awips2/edex/logs/

/data/ldm/logs/nwstg2.log edex-ingest-
/data/ldm/logs/goes.log <yyyymmdd>.log
/data/ldm/logs/goes_add.log

Data Files: Idata_store/synoptic/<YYYYMMDD>/<00-23>/

vy v

Databases: /data_store/synoptic/<YYYYMMDD>/<00-23>/  /usr/local/ldm/logs/edexBridge.log /awips2/edex/data/hdf5/sfcobs/1001/sfcobs-<yyyy>-<mm>-<dd>-<hh>.h5
/awips2/edex/data/hdf5/sfcobs/1003/sfcobs-<yyyy>-<mm>-<dd>-<hh>.h5
lawips2/edex/data/hdf5/sfcobs/1004/sfcobs-<yyyy>-<mm>-<dd>-<hh>.h5
/awips2/edex/data/hdf5/sfcobs/1005/sfcobs-<yyyy>-<mm>-<dd>-<hh>.h5
/awips2/edex/data/hdf5/sfcobs/1007/sfcobs-<yyyy>-<mm>-<dd>-<hh>.h5

Exhibit 6.7-1. Acquire and Ingest of Synoptic Products
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6.7.2

6.7.3

Decoding Synoptic Data

The Ingested Synoptic Data files are stored in the Data Store.

The hdf5 basic directory structure is /awips2/edex/data/hdf5/sfcobs/

[root@dx2-tbdw sfcobs]# Is /awips2/edex/data/hdf5/sfcobs/

1001 1003 1004 1005 1007
[root@dx2-tbdw sfcobs]#

sfcobs-2013-02-05-18.h5
13-21.h5

sfcobs-2013-02-06-00.h5
13-22.h5

sfcobs-2013-02-06-06.h5
13-23.h5

sfcobs-2013-02-06-12.h5
14-00.h5

sfcobs-2013-02-06-18.h5
14-01.h5

sfcobs-2013-02-07-00.h5
14-02.h5

sfcobs-2013-02-07-06.h5

Is /awips2/edex/data/hdf5/sfcobs/1006

sfcobs-2013-02-12-00.h5

sfcobs-2013-02-12-03.h5

sfcobs-2013-02-12-06.h5

sfcobs-2013-02-12-09.h5

sfcobs-2013-02-12-12.h5

sfcobs-2013-02-12-15_h5

sfcobs-2013-02-12-17.h5

Data Ingest and Logging of Synoptic Products

sfcobs-2013-02-

sfcobs-2013-02-

sfcobs-2013-02-

sfcobs-2013-02-

sfcobs-2013-02-

sfcobs-2013-02-

All data ingest operations are logged inthe EDEX logs on the EDEX (DX3/4) server. In
a standard installation, the EDEX logs are located in /awips2/edex/logs. This directory
contains several log files; the files starting “edex-" are the EDEX logs.

On DX3/DX4:

[root@dx3-tbdw ~J# cd Zawips2/edex/logs
[root@dx3-tbdw logs]# date +%F

2013-02-13

[root@dx3-tbdw logs]# Is edex-*20130213*

edex-ingest-20130213.1og
edex-ingestDat-20130213. 1og
edex-ingest-gen_areal ffg-20130213.10og
edex-ingest-gen_areal gpe-20130213.1og
edex-ingestGrib-20130213.1og
edex-ingest-purge-20130213.1og
edex-ingest-radar-20130213.1og
edex-ingest-satellite-20130213.10g
edex-ingest-shef-20130213.1og

AWP.MAN.SMM.A2

— Hard copies uncontrolled. Verify effective date prior to use. —

6-41



Chapter 6 Ingest of NWSTG Data

edex-ingest-shef-performance-20130213. 1og
edex-ingest-smartinit-20130213.10g
edex-ingest-text-20130213.1og
edex-ingest-unrecognized-files-20130213.1og
edex-request-20130213.1og
edex-request-productSrvRequest-20130213. 1og
edex-request-thriftSrv-20130213.1og
edex-ingest-archive-20130213. log
edex-ingest-activeTableChange-20130213. 1og
edex-ingestCGrib-performance-20130213. 1og
edex-ingest-performance-20130213. log
edex-request-performance-20130213. log
edex-ingest-gen_areal gpe-20130213.10g
edex-request-hibernate-20130213.1og
edex-ingest-hibernate-20130213.10g
edex-i1ngest-ohd-20130213.10og
edex-request-textdbSrvRequest-20130213.1og
edex-ingestDat-performance-20130213.10og
edex-ingest-sportima-20130213. log
edex-ingestCGrib-hibernate-20130213.10g

[root@dx3-tbdw logs]# tail -F edex-ingest-20130213.1og

After ingest of each data file is complete, the ingest endpoint prints a single line to the
EDEX system log. The format of the log entry is

INFO <<date-time>> [thread] Ingest: <<type>>:. <<file name>> <<statistics>>

INFO 2013-05-20 00:12:19,820 [Ingest.sfcobs-1] Ingest: EDEX:
Ingest - sfcobs::
/data_store/synoptic/20130520/00/SMCN21_CWAO_200000_126419892.201
3052000 processed in: 0.2340 (sec) Latency: 0.2430 (sec)

6.8  Decoding Special Sensor Microwave Imager

SSM/I data is received via the SBN.
See Exhibit 6.8-1 for the flow of the acquisition and ingest of SSM/I products.
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Config Files: pgact.conf pgact.conf Jawips2/edex/data/utility/
Idmd.conf ldmd.conf edex_static/base/
distribution
LDM Writer QPID EDEX Server
LDM > > Message - q ingest, ingestGrib g PyPies
noaaportingester *EDEX Brid .( gest, Ing X
rdge Broker ingestData, request)
cp SBN CP (cplf) DX3/DX4 dx2f
Log Files: /data/ldm/logs/nwstg.log  /usrfocal/ldm/logs/ldmd.log lawips2/edex/logs/
edex-ingest-
/data/ldm/logs/nwstg2.log
/data/ldm/logs/goes.log <yyyymmdd>.log
/data/ldm/logs/goes_add.log

Data Files: /data_store/bufrssmi/<YYYYMMDD>/<00-23>/

Databases: /data_store/bufrssmi/<YYYYMMDD>/<00-23>/  /usr/local/ldm/logs/edexBridge.log /awips2/edex/data/hdf5/
bufrssmi/ssmi-<yyyy>-
<mm>-<dd>-<hh>.h5

Exhibit 6.8-1. Acquire and Ingest of SSM/I Products
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6.8.1 Data Archive and File Naming Conventions for SSM/I Data

SSM/1 data ingested via the SBN is written to the /data_store/bufrssmi/hh, where hh is
the SSM/I data hour as obtained from the WMO header that accompanies the data.

Under the data type folder, i.e., bufrssmi, you will find a set of directories representing
the various hours these products were issued. For SSM/I data, under
/data_store/bufrssmi/{YYYYMMDD}/ you will find folders ranging from 00 through 23.
For example, if you change to /data_store/20131030//19, you will find all observations
issued between 19z and 20z.

Typical example is shown below.

ISXA22_KWNO_191900_45633071.bufr.2013103019
ISXA22_KWNO_191900_45633112.bufr.2013103019
ISXA22_KWNO_191900_45633127 .bufr.2013103019

6.8.2 Decoding SSM/I Data

[root@dx2-tbdw ssmi]# Is Zawips2/edex/data/hdf5/bufrssmi/

ssmi-2013-05-02-13.h5 ssmi-2014-01-04-22_h5 ssmi-2014-01-09-22_h5
ssmi-2013-05-02-14_h5 ssmi-2014-01-04-23_h5 ssmi-2014-01-09-23.h5
ssmi-2013-12-31-01.h5 ssmi-2014-01-05-00.h5 ssmi-2014-01-10-00.h5
ssmi-2013-12-31-23_h5 ssmi-2014-01-05-22_h5 ssmi-2014-01-10-22.h5
ssmi-2014-01-01-01.h5 ssmi-2014-01-05-23_.h5 ssmi-2014-01-11-00.h5
ssmi-2014-01-01-23_h5 ssmi-2014-01-06-00.h5 ssmi-2014-01-11-22_h5
ssmi-2014-01-02-00.h5 ssmi-2014-01-06-22_.h5 ssmi-2014-01-11-23.h5

6.8.3 Data Ingest and Logging of SSM/I Products

All data ingest operations are logged inthe EDEX logs on the EDEX (DX3/4) server. In
a standard installation, the EDEX logs are located in /awips2/edex/logs. This directory
contains several log files; the files starting “edex-" are the EDEX logs.

The log file is a plain ASCII text file and can be viewed using any text viewing utility
such as more, less, view, tail, etc.

To get a general view of processing, open a terminal sessionto the server and enter the
following commands:

On DX3:
TYPE.: cd Zawips2/edex/logs
TYPE: Is edex-*

This will listthe edex log files.
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TYPE.: tail -f edex-ingest-20131030.1l0g
On DX4:

TYPE: cd /awips2/edex/logs

TYPE: Is edex-*

This will listall the edex log files.

TYPE.: tail -f edex-ingest-20131030.10g

After ingest of each data file is complete, the ingest endpoint prints a single line to the
EDEX system log. The format of the log entry is

INFO <<date-time>> [thread] Ingest: <<type>>:. <<file name>> <<statistics>>
A log entry will be as follows.

INFO 2013-10-30 01:31:06,765 [Ingest.bufrssmi-1] Ingest: EDEX:
Ingest - bufrssmi::
/data_store/bufrssmi/20131030/01/1SXA23_KWNO_130100_46510926 .bufr
.2013103001 processed in: 0.0160 (sec) Latency: 3.8630 (sec)

6.9 convSIGMET Data
6.9.1 Data Archive and File Naming Conventions for convSIGMET Data

convSIGMET data ingested via the SBN is written to the /data_store/text/{hh}, where hh
is the convsigmet hour as obtained from the WMO header that accompanies the data.
Nonconvsigmet and intlsigmet are also stored in the same format.

[root@dx3-tbdw data_store]# Is /data_store/convsigment/<YYYYMMDD>